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1
Introduction
At RAN3#59bis meeting, there were some discussions about MBMS architecture for HSPA+, and 2 solutions for MBMS over HSPA+ architecture were presented in that meeting:

· Solution 1: SGSN-based
· Solution 2: Iur-based
This contribution describes some detailed analysis of Iur-based solution.
2
User Plane
2.1 Soft Combining VS. MBSFN

In [1], 2 different UP protocol stacks are shown for soft combining scheme and MBSFN scheme, respectively. Unfortunately, no detailed reasons are presented for it. 

Do we need to split soft combing case and MBSFN case when considering the usage of UP protocol stack? To answer this question, it is significant to research on the difference between the two cases.

In MBSFN case, same code, same modulation, same time, same frequency… all of these radio resource will be requested to be same. So, UE does not feel any different when it moves from one cell to another within MBSFN area. It means that synchronization is critical. However, it is not so strict for soft combing case. Currently, only one TTI + one slot is needed.

The most important thing we need to point out is that the way to handle both soft combing and MBSFN is same, except process in physical layer. We can get this conclusion when looking at the character of soft combining. Upon receiving two signals from different cells, UE does soft combining in symbol level. This is done after demodulation and de-scrabmling.

So, soft combing has the same mechanism in PDCP, RLC and MAC-m as MBSFN.

Actually, we can make this kind of conclusion that: MBSFN case is ultimate case of soft combing case.

2.2 PTM VS. PTP 

In this section, we discuss what protocol stack looks like for PTP and PTM.

2.2.1 Consideration on PTM mode

2.2.1.1 Alt. 1 
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Figure 1: use plane protocol stack—Alt. 1
In Alt.2, PDCP entity and RLC entity are located in the master; MAC-m entity and PHY entity are located in slave.

In this case, there is one PDCP entity and one RLC entity for each MBMS service for each MBMS Cell Group that provides the service (an MBMS Cell Group may contain one or more than one cell distributed in slave NB+s).
RLC PDU with timestamp is multicasted from the master to slave NB+s over Iur interface. The timestamp indicates starting point for CFN/SFN of TTIs in which RLC PDU should be sent.
Pros: 

· Easy and natural way to synchronize MTCH. Sharing RLC entity ensures same RLC segmentation, concatenation, padding and RLC sequence number. 
· Similar to inter-RNC sychronization in UTRAN architecture, where PDCP and RLC are shared per MBMS service per cell group, while MAC-m is cell specific.
· Keep MAC-m as cell specific.
· that MAC-m locates in slave means that MCCH resides in slave, and UE RRC and Iu connections end in slave, so, the master needs NOT to be involved in counting procedure.

· PTP mode can share the same data bearer with PTM mode. In this case, UM RLC and PDCP are used
2.2.1.2 Alt. 2
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Figure 2: use plane protocol stack—Alt. 2
PDCP entity, RLC entity and MAC-m entity are located in the master; only PHY entity is located in slave.
In this case, there is one PDCP entity and one RLC entity for each MBMS service for each MBMS Cell Group that provides the service (an MBMS Cell Group may contain one or more than one cell distributed in slave NB+s). also, there is MAC-m entity for each cell in the master entity.
Pros: 

· Easy to synchronize MTCH, same as alternative 1 for PTM mode.

· Master-slave is similar as RNC-NodeB.
Cons: 

· MAC-m is located in the master, which means MCCH is located in the master and counting is done in the master. While UE specific signalling procedure related to MBMS counting ends in slave, additional Iur singaling shall be added to indicate counting response from UE during counting procedure, for master to decide counting parameters. 

· Another obvious drawback of this solution is that master has no idea of slave cells’ radio resource while deciding on counting paramteres. So it’s difficult or impossible for master to decide counting parameters, especially probability factors for both idle and connected mode UEs.

· Data bearer sharing for PTP and PTM is impossible, since PTP mode uses MAC-d and PTM mode uses MAC-m.
2.2.2 Consideration on PTP mode

Does PTP need to share data bearer over Iur interface with PTM is a real problem.
Pros: 

· Save transmission bandwidth.

Cons:
· Whether to configure PDCP or not for a certain UE depends on UE capability.
· PTP mode needs processed bidirectionally by PDCP, while PTM is downlink PDCP.

· AM RLC mode or UM RLC mode can be used for PTP, however only UM RLC for PTM mode.

Due to the above discussion, there seems to be 2 alternatives for PTP mode.
2.2.2.1 Alt.1

· There is only one Iu data bearer between the master and CN for a certain MBMS service. The Iu data stream is splitted into 2 parts: one for PTP mode, the other for PTM mode. So, PDCP, RLC and MAC-d/m are completely differently processed for PTP mode and PTM mode, considering the following factors:

· Bidirectional PDCP

· AM RLC and UM RLC mode

· MAC-d for PTP mode
It means that there will be 2 kinds of PDCP entities, one for PTM and the other for PTP. For instance, the master establishes Iu data bearer toward CN. When the Iu data stream of a certain MBMS service reaches the master, it will split into several sub-Iu-data-stream, each for a slave/master when slave/master is in PTP mode. In Figure 3, the sub-Iu-data-streams are allocated to slave 1 and slave 2 when PTP mode is adopted in one or more cells in them.
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Figure 3: Alt.1 for PTP
In this case, there are different data bears for PTP mode and PTM mode over Iur interface.
2.2.2.2 Alt.2

· For PTP mode, there is one Iu data bearer between each RAN node [master/slave] and CN for a certain MBMS service. In this case, Iu data bearer is processed respectively in slave and master, which is same as that in legacy RNC.

· The drawback is multiple Iu data flows need to be setup. Since there is no multicast method from SGSN to slaves, this alternative is not transport efficient.
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Figure 4: Alt.2 for PTP
Proposal 1: soft combining and MBSFN shall share the same UP protocol stack.

4
Control Plane

4.1 MBMS session start issue 

According to current specification, SGSN will send MBMS Session Start to all involved NB+s for broadcast mode, and send MBMS Session Start to all registered NB+s for multicast mode.

There are options on weather each NB+ shall setup Iu signalling connection for a MBMS service or not.

Alternative 1: 
· All NB+involved which receive MBMS Session Start setup Iu signalling connections due to current specification. 

Alternative 2: 
· Only master shall setup Iu signalling connections, and slaves NOT.

It’s obvious that alternative 1 is unefficient because too many Iu connections should be kept.

4.2 MBMS Session start issue for Multicast service 

For multicast mode service, SGSN will send MBMS Session Start to RNCs which registered to one or more SGSNs, the registration may be either implicit or explicit.

Considering the scenario that the one or more slaves register to SGSN implicitly due to UE activation of a multicast service, and the master does not register to any SGSN by this way. Then, SGSN will send MBMS Session Start message to slaves, but not send to the master. In this case, the master can not get MBMS Session Start message.

To avoid this problem, the master shall be informed by the slave, and then register to the SGSN by sending MBMS Registration Request message to the default SGSN of master or the default SGSN of slave to trigger the SGSN send MBMS Session Start to the master.

Example:
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Figure 5: MBMS session start handling
Step 1: UE activate multicast MBMS service via slave NB+.

Step 2: CN trigger UE linking to inform slave NB+ that UE activated a multicast service.

Step 3: Slave NB+ indicates master NB+ that it has UE need to receive the service.

Step 4: The master triggers MBMS Registration procedure to inform CN that it need to receive MBMS Session start, if it not receive the MBMS Session Start for the service before this point of time.

Step 5: CN send MBMS Session Start to Master. Iu connection and bearer for that service are setup.
4.3 Iur bearer setup issue 

Since only master has Iu signalling connections and Iu data bear for a specific MBMS service, Iur data bearer need to be setup between master and slave on demand. 

Iur data bearer is needed between master and slave in following cases: 
1. Slave get MBMS Session Start from CN, and according to current specification, it need setup RB in one or more cells for this service.

2. After session start, slave decides to setup RB in one or more cells for this service due to counting results or SA configuration changes.

3. After session start, master decides that slave should setup RB in one or more cells for the sake of soft combining with the signal in neighbouring cells in other slave NB. 

For case 1 and 2, slave should indicate master for Iur bearer setup.

For case 3, master will trigger the Iur bearer setup.

5
Common signalling synchronization in MBSFN mode

Just like MTCH, system information, MCCH messages, and MICH are also transferred in MBSFN mode. So, these common radio control signalling should also be kept synchronized among NB+ cells.
5.1 System information synchronization

For MBSFN mode, MIB, SIB 3, 5/5bis and 11 are broadcasted in cell. Following are alternatives for system information synchronization.
5.2.2 Alt.1: Configuration solution
Via OAM configuration, contents of system information block 3,5/5bis,11 are configured the same for all cells in an MBSFN area. NB+s do scheduling and coding respectively. 
The big problem for this method is that it’s very difficult to harmonized scheduling algorithm of different suppliers due to different implementation.
5.2.2 Alt.2: CP solution
In this alternative, master constructs system information, schedules system information, then informs all slaves of the SIB scheduling information (including period and pos of each segments), SIB segment data, and modification time. 

Slaves update system information according to information received from master, at the modification time indicated by the master. 

Master indicates cells in the same MBSFN with same scheduling information, SIB segments data and modification time. Thus, the synchronization of system information in an MBSFN area can be achieved
Pros:

1. Simple to implement

2. Similar to Iur procedure: SYSTEM INFORMATION UPDATE

5.2 MCCH synchronization

Following are alternatives for system information synchronization.
5.2.2 Alt.1: CP solution

On MCCH message changes, or on slave request, master constructs MCCH messages and signal slaves with RRC coded MCCH messages, along with the modification time which indicate the start time of messages should be sent in radio interface.

Slaves do RLC/MAC/PHY processing according to the information sent from master. 

Master indicates cells in the same MBSFN with same MCCH messages and modification time.

Thus, the synchronization of system information in a MBSFN area can be achieved.

There is an assumption that configuration of RLC for MCCH message is kept the same, and this is not difficult by configuration.
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Figure 6: Alt. 1 CP solution
Pro:
· Master sends the signaling message on demand, slave send it in radio interface according to MCCH repetition period.
Cons:

· RLC configuration for MCCH messages should be the same to ensure RLC output synchronization.
5.2.2 Alt.2: UP solution

In this alternative, master constructs MCCH messages, do RLC and/or MAC-m processing, then sends RLC PDU/MAC-m PDU with timestamp to slaves via Iur user plane.

Cells in a same MBSFN area share a same RLC and/or MAC-m entity which located in the master.
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Figure 7: Alt. 2 UP solution
Pros: 
· Use same synchronization method as MTCH data.

Cons:

· MCCH messages are sent every MCCH scheduling period, ie. MCCH repetition period.
· Multiple Iur UP bearers should be setup, one for a MBSFN area.
6
Proposal
Due to the above discussion, we propose that:

1. Share PDCP and RLC for PTM mode
2. Separate Iur bear for PTP and PTM for one MBMS service
3. Slaves send MBMS Session Start failure to CN with a specific cause to indicate that it is a slave, in order for CN to get precise failure reason.
4. Master register explicitly to CN for MBMS multcast service if It has not registed to CN, and slave indicate master to setupIur bearer.

5. Slave request master to setup Iur bearer when it need to setup RB for the service in its cells.
6. Introduce Iur control plane message for system information synchronization in MBSFN area.
7. Introduce Iur control plane message for MCCH messages synchronization in MBSFN area.
7
Conclusion

This contribution shows some detailed discussion and analysis of Iur-based solution for MBMS architecture over HSPA+, and Section 4 and text proposal are proposed to be agreed.

Reference:
[1] R3-081171, Consideration on User Plane Functionality, Huawei
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