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1.
Introduction

Several documents were presented during 3GPP TSG RAN3 #58, #59 and #59bis on the subject of S1 Signalling Load Balancing, which brought the following conclusions:

· RAN3 would attempt to standardise an MME Load Balancing solution

· Specifically, RAN3 has agreed to include an MME relative capacity IE in the S1 setup response message

· The update function for the relative capabilities was agreed, although details need to be clarified

This paper intends to discuss the suitability of the current solution and existing proposals in order to provide a solution for MME Load Balancing. Overload is not discussed directly though it is worth considering the interaction of the STOP/START overload signalling with load balancing.

2.  Recap of existing mechanisms / proposals
In the following we list some of the current mechanisms under discussion:

(a) Relative weight or relative capacity at S1 setup: this mechanism provides the eNB with knowledge of the comparative static capacities of the MMEs in the pool. This metric should be configured by the operator, and does not need to be linked to any specific physical metric i.e. it is left unitless and entirely flexible for configuration. With knowledge of the relative capacity, the eNB is able to bias MME assignments at the points when it has the freedom to do so.

(b) MME rebalancing: this mechanism is being considered by S1 and details are yet to be fully defined. In general, this would trigger actions that would cause UEs to be moved to a different MME, and actions may be defined that apply to both ECM_CONNECTED and ECM_IDLE states. Possible actions include MME relocation for ECM_CONNECTED, and redirection to a different MME when a UE performs a TAU. Generally these actions are well suited to cases where the outcome is very clear i.e. an MME is about to shutdown and requires all its UE contexts to be gracefully moved.

(c) Update of relative capacity: this mechanism has been proposed in order to support both the MME introduction and MME shutdown use cases. Typically, an S1 update message would include a relative capacity field. This does not mean that the relative capacity actually changes, but the eNB is provided with different numbers depending on the intended behaviour.  As a result, it is then possible to control the eNB assignment bias.

(d) Provision of a percentual load report: instead of updating the relative capacity (which in reality is static of course), the MMEs provide an indication of their percentual loading to the eNBs on a slow basis. In this case, the eNB is able to fine tune its assignment probabilities on a semi-continuous basis, aiming to keep the percentual loading of all MMEs at a similar level, regardless of their relative capacities. The mechanism can also be used in a non-linear fashion to signal MME shutdown (e.g. percentual loading is 100%). Note that percentual loading as a metric has been questioned, but this is no harder to quantify than the static relative capacity; in any case it would be entirely up to the vendor to decide how to map the internal load of the various processes to a reported percentual load.

3.  Recap of use cases

1. New MME Introduction: the agreed addition of the relative capacity field in the S1 setup response message will provide the necessary support for long-term balancing. However it is likely that the convergence of the load in the new MME to the same (%) levels as those in the pool will be slow. So for example, if the MMEs are tending to overload, it is quite likely that the introduction of the new MME will NOT provide relief for some time.

Obviously rebalancing could be applied to this case, as it is much faster than any other methods. However it is not clear how / where a decision can be made regarding which MME to rebalance from, and also how much traffic to rebalance / divert to the new MME. Therefore rebalancing does not seem to be a very effective solution for this case.

The other options relate to S1 update signalling to the eNB, and these result in reaching a balanced situation somewhat faster than just using the relative capacity. In the case of option (c), the signalled capacity of the new MME is artificially increased at setup, and then reduced again through update at some stage. This may have the desired effect, but just like rebalancing, it raises the issues of by how much to raise initially, and also when to update the eNBs back to the “real” relative capacity. So, although it is feasible, it requires an additional control mechanism.

In the case of option (d), no special action is required. If the percentual loading is reported shortly after setup, the eNB will strongly bias any MME assignments in the new MME direction. One criticism of this (and the previous option) relates to the hypothesis that any new attachments would be somehow correlated in traffic profile, thereby creating a potentially higher load and imbalance. However such a scenario can happen in any case, since the UE signalling load is not known a-priori in any of the options considered. So, in principle any balancing action can create imbalances under certain circumstances; however imbalances are statistically more likely to occur if there is no feedback.

2. MME Removal: here it seems to make sense to signal “MME shutdown” via S1 update. This may be done using options (c) or (d), respectively, signalling zero relative capacity or 100% loading. Other specific signalling could also be used. In any case, the eNB no longer directs any new traffic to the MME, and may also cooperate in rebalancing actions if necessary. Theoretically one could wait until all UEs somehow exit the MME, but this could be an extremely long process. Therefore this use case is an excellent match to rebalancing actions, and the main requirement from an eNB/S1 perspective is that the eNB needs to be informed of the shutdown status. Ideally, this message should form part of a coherent set of messages related to MME load.

3. General Load Balancing: in between the above two use cases, we have general operation where the goal is to keep the MMEs under similar percentual loads, such that the traffic is distributed according to their capacities, and overload probability is minimized. In this phase, rebalancing is not really applicable since it would require a complex monitoring, triggering and control scheme for any actions. Long-term balancing based on relative capacity is a default starting point, however as discussed previously such an arrangement cannot guarantee actual balancing in general due to statistical variations which cannot be controlled or observed (e.g. uneven exit of UEs).

In this scenario, changing signalled relative capacity appears not to be applicable, since any such adjustments may result in creating additional imbalances unless the signalled capacities are fully coordinated. So, the only method that seems suitable is (d) where some adjustment is allowed to take into account drift from the ideal case. This could be seen as a correction factor to the underlying relative capacity based assignment, which would attempt to minimize the onset of overload.

4. Post-overload Scenario: this considers the case when an overload situation has just been cleared (regardless of the exact overload mechanism). The main issue to avoid here is a fast repeat of the overload condition. Using option (a) (the static relative capacity), it is in principle possible to return to overload, since the assignment does not take into account the load situation (of course hysteresis will help somewhat). For similar reasons, option (c) will not work well here unless it was modified to signal lower capacity temporarily. 

In principle, rebalancing could be used but as discussed above this is not an ideal technique except for the MME removal case, requiring additional control. Finally, option (d) is again relatively straightforward since the signalled load should automatically bias traffic away from the MME of concern.

4.  Discussion and Conclusions

The table below summarizes the main points of the analysis above:

	
	(a) Static relative capacity
	(b) Rebalancing
	(c) S1 update of relative capacity
	(d) S1 update with % load

	New MME Introduction: speed of balancing
	Slow
	Very fast
	Medium
	Medium

	New MME introduction: control requirements
	None
	Requires stop/start of action
	Requires stop/start of modified indication and adjustment of indication
	None

	MME Removal: speed of load shedding
	Not capable
	Very fast
	Medium, would need rebalancing
	Medium, would need rebalancing

	MME Removal: control requirements
	Not capable 
	FFS but seem reasonable
	Minimal: switch indication to 0
	Minimal: switch indication to 100%

	General Load Balancing
	Long-term balancing but no response to short term imbalances
	Not easily applicable: requires coordination
	Long-term balancing but no response to short term imbalances
	Will respond to short-term imbalances

	Post-overload scenario
	May recreate overload condition
	Not easily applicable
	May recreate overload condition
	Will bias against quasi-overloaded MME


Now it is understood that rebalancing is required for efficient support of the MME removal use case. In addition, signalling of the static relative capacity at S1 setup is an obvious requirement of any eNB balanced assignment.

If we now consider all the scenarios, we see that these two techniques do not provide very effective support for the general load balancing and the post-overload scenario. In addition, even for the new MME introduction we can see some limitations if only (a) and (b) are considered. 

For these reasons, there seems to be an argument for support of additional signalling via S1 updates. Between (c) and (d), our preference would still be with (d) because it requires the least amount of additional control (in terms of selection of both signalled values, and timing of changes). Reporting could simply be done on a simple periodic basis (and likely not synchronous for all eNBs and/or MMEs). Simplification could further be achieved via rough quantization of signalled values (i.e. small number of signalled values).  
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