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1

Introduction

At SA2# 63 meeting SA2 continued discussing an MME load balancing and accepted document S2-081962 which is an input for the current TS 23.401 v8.1.0. Details on the concept of such a mechanism are explained in this document. The content of this paper also reflect the current status of ongoing RAN3 discussions.

2
Discussion

2.1
Load balancing principles

The following main properties (basic functionality) of Load balancing are seen:

Load Balancing 

· can be seen as  “normal” operation in the network which is not exceptional (in contrast to overload situations)

· enables the network to ensure equally loaded MMEs within a pool area.
Note, that due to the statistics of large numbers equal distribution of registered users among MMEs within a pool can be regarded as a mean to equally distribute C-plane processing load among MMEs..

· Equally loaded MMEs guarantee reasonable behaviour of MMEs in case an overload situation occurs

· In order to avoid load oscillations, long time scales for changing the assignment of UEs to MMEs shall be enivsaged

2.2
Load Balancing aspects for introduction and removal of MME nodes

The load balancing function should provide specific support to limit transition periods in time in order to ensure equally loaded MMEs “within a reasonable time” after introduction / removal of MMEs to/from the pool

When introducing a new MME into the pool, the load balancing mechanism should supports the “loading” of the MME, newly brought into a pool, „after a while“ with equal relative load compared to the other pool nodes (time scales around half an hour to one hour). 

When removing an MME from the pool, the load balancinc mechanism should support the “off-load” of an MME „after a while“ (in the range of the periodic area update timer) and distribute the UE contexts to the remaining MMEs in the pool. 

2.3
Load Balancing mechanism

The load balancing mechanism should be stable enough to avoid load oscillations between MMEs if the pool becomes overloaded. The load balancing mechanism enables that UEs which are entering into an MME Pool Area are directed to an appropriate MME in a manner that achieves load balancing between MMEs.
(
In support of this function, a “relative MME Capacity” is provided to the eNB per MME to ensure equally loaded MMEs (load in terms of registered UEs). The indication of load from an MME in this pool to the eNodeBs must bear in mind the load situation in its intra pool MME neighbours. The idea is such that a single MME may not simply indicate its own load situation without any correlation to its neighbour MMEs, therefore an relative indication is required. 
The operator will ensure that the relative capacity is set accordingly for each MME and in the right relation to other MMEs in this pool.  
(
Those “relative MME Capacity” Indicators represent “weight factors” for UE assignment to MMEs, to steer “newly entering” UEs, according to the MME capacity.   The “weight factors” are to be understood as relative figures indicating the relative MME capacity (relative to the other MMEs in a pool), which serve as input to eNB internal load balancing mechanism. 
All MMEs in a pool will indicate to the corresponding eNBs a “Relative MME Capacity” indicator that would serve as guidance to the eNB in the handling of new connections i.e. as to which MME that eNB should direct the signalling of that user. For example: 5 MMEs in a pool, whose corresponding Relative Capacity is 10%, 20%, 30%, 40%, 50% respectively. The eNBs will then assign new users to MMEs as indicated by the received Relative Capacity Indicator.

In case of an MME introduction, a higher weight factor, assigned to the newly introduced MME could accelerate UE assignments (if handled carefully). 

Whereas for the removal of an MME the weight factor could be set to zero, which should be interpreted by the eNB that not a single connection is allowed towards this MME and hence any request should be re-directed to the remaining MMEs in the pool according to the “relative MME Capacity” Indicators. After periodic area updates the UEs should be out of the MME. 

2.4
S1 functionality 

In order to achieve equally loaded MMEs in the pool and in order to support limited transition periods for scenarios like MME introduction/removal as well, the support of signalling “relative MME Capacity”/"weight-factors" is done in the following way:

-
For the support of taking a new eNB into service, the operator will have to configure via O&M for each MME within pool a relative capacity indicator which will be downloaded within the initial S1 Setup procedure to the eNB.

-
For updating the Relative MME Capacity Indicators due to changing traffic patterns during ongoing S1 operation or in particular if the operator would like to take a particular MME out of service or introduce a new one or perform any other maintenance on the node, the operator should have a possibility to set RelativeCapacity indicator to any appropriated value.

The inclusion of Relative MME Capacity IE within S1 SETUP RESPONSE message is set to mandatory. In case the MME pool concept is not deployed this IE will be ignored by the eNB. 

For updating the relative MME Capacity during ongoing S1 operation, a new class 2 S1 Setup Update procedure is defined, which allows the MME to signal to each of its eNBs it is connected to an updated MME Capacity value.
The inclusion of Relative MME Capacity IE within S1 SETUP UPDATE INDICATION message is set to optional.

In case the MME pool concept is not deployed the Relative MME Capacity IE will be ignored by the eNB.

3
Proposal

It is proposed to consider the elaboration provided in this paper for S1 load balancing discussions. 
It is proposed to agree on the basic principles for load balancing provided in this contribution: 

· Introduction of a relative MME capacity indicator

· Provision of this parameter in the S1 Setup procedure



























































































































































































