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1
Introduction

At RAN3#59 meeting, there were the following two proposals as a solution for MBMS over HSPA+ architecture, which enables at least inter-Node B+ Soft Combining. 

1) Solution based the improvement of GGSN, captured in 6.2.3.1 in internal TR [1]

2) Solution utilizing extra entity: Master Node B+/Legacy RNC, captured in 6.2.3.2 in [1] 
Solution 1) does not require the centric entity, however, it is not possible to provide multicast service service in inter-Node B Soft combining area. 

This contribution proposes the solution enables to provides the services in the solution 1 by exchanging some information over Iur between the Node B+s. 

Note: 

Currently it is assumed that Solution 2 is able to provide multicast service since the centric entity is located. 

However, it is not clear enough on what kind of functionalties are located in the centric node. 
The following two alternatives can be condidered for functionalities in the centric node. 

· SRNC functionality for MBMS is located in the centric node

In this solution, the centric node working as SRNC for all UEs listesn to MBMS, like legacy RNC for CS carrier shraing is able to know the number of UEs listesn to MBMS etc like current CRNC, it is possible to swithch PTP-PTM.

· MBMS related functionality(coordination of MBMS sessition, synchronisation etc) only is located in the centric node, i.e. SRNC functionality for the UE listens to MBMS is located in the Node B+ or other Node B+ over Iur, the Node B

In the latter solution, it is obvious that solution in current specification is not enough for enabling multicast-mode, some new information needs to be exchanged over Iur between the centric node and the Node B+s. 

The proposed improvements is assumed to be applied for the 2nd alternave in solution 2. 

The difference is what in solution 1 the information is exchanged between neighbouring Node B+s over Iur like Iur common measurement whereas in solution 2 the information is reported to the centric node. 
2
Proposal
2.1 Inter Node B+ RRM

It is typically assumed that switching between point-to-point and point-to-multipoint transmission is possible on a cell-by-cell basis. How to handle the admission of the MBMS bearer and switching between the two modes in a distributed architecture is the topic in this contribution.
What Do the RRM Algorithms Need to Solve?

The MBMS resource management algorithms need to be able to:

· Admit a new MBMS bearer

· Point-to-multipoint only bearer.

· Point-to-point and point-to-multipoint bearer.

· Modify an established MBMS bearer

· From point-to-point to point-to-multipoint.

· From point-to-multipoint to point-to-point.

· Enable gain from soft combining between multiple cells

2.3.2
Optimal Decision Making 

The goal with MBMS is to maximize the system capacity by using the most efficient delivery method for each MBMS service; i.e., choose optimally between point-to-point or point-to-multipoint.

It is not straightforward to define a concrete criterion that can be maximized or minimized to reach the highest system capacity with MBMS. For example, minimizing the total aggregated power in an area used to deliver a service is not enough to reach the highest system capacity. This because individual cells could experience blocking in other services in case MBMS is activated. Another MBMS challenge is that information needed to make an optimal radio resource management decision is not always available. For example, in the point-to-multipoint mode the network is unaware of the pathloss to the individual mobiles. The network is therefore unaware of the power needed to provide the same connectivity using point-to-point distribution.

Hence, defining algorithms for MBMS seems to require sub-optimal approaches and system simulation investigations. This independent of if the architecture is centralized or distributed.

2.3.3
Possible Approaches

In all of the approaches in the sub-sections in the sequel it is assumed that at least the following information is made available between the cells:

· Spreading codes per service in the cell used for point-to-multipoint configurations.

Information used in the “MBMS NEIGHBOURING CELL P-T-M RB INFORMATION” message on MCCH. Example of content distributed in this message is: secondary CPCCH settings in the neighboring cells, MBMS soft combining timing information, combining schedule applied, etc.

Scenario 1: Mode Information Exchange Between Cells


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode(s) currently used in neighboring cells. The mode information indicates one out of at least three possibilities: point-to-point, point-to-multipoint, or no transmission.

Information exchange 

Each cell informs its neighbors about the mode (point-to-point or point-to-multipoint) used in the cell for each active MBMS service.
Input variables
When the cell continuously evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

Scenario 2: Mode and Reason Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and also the reason for why the neighboring cell is using a certain mode. The reason for why a cell is in a certain mode can be for example that i) one of its neighbor cell is in point-to-multipoint mode and it provides coverage support for that neighbor ii) it has enough of users inside its own area to motivate using the point-to-multipoint mode. In this way it is possible to provide coverage support when using soft combining from cells where there are not so many users.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors why it uses the certain mode; i.e., is there more than a certain number of users in the cell or is it because a neighbor cell is in point-to-point mode.
Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The reason for why a neighbor cell is using point-to-point or point-to-multipoint mode: high number of users or to provide soft combining coverage support for a neighbor cell.

Scenario 3: Mode and Counting Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and the number of users in the neighboring cell

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors how many users that are listening to the MBMS service.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

Scenario 4: Mode, Counting and Nested Counting Information Exchange

Description
The decision between point-to-point or point-to-multipoint is made on a cell basis, but information from neighbor cells and cells even further away may be taken into account into the decision criteria. This is important because full gains from soft combining require that multiple cells are in point-to-multipoint mode.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. The number of users in cell number i is denoted N(i). Each cell informs all its neighbors how many users that are listening to the MBMS service in its cell; i.e., cell number one in Figure below provides N(1) to all its neighbors. Each cell also reports the average number of users reported from all its neighbors; this number is denoted N(i). For cell number one in Figure the average number of users that it computes from its neighbors is:

[image: image1.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

6

7

6

5

4

3

2

1

N

N

N

N

N

N

N

+

+

+

+

+

=


Cell number one then provides N(1) as well as N(1) to all its neighbors. In this way each cell will have an exact estimate of the number of users listening to the service in the neighboring cells, but also information about how many users that are listening to the service even further away. This is illustrated with the gray and orange areas.
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Figure. Cell structure with neighbor cells in hexagonal grid

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

· The average number of users that the neighbor cells have reported.

2.3.4 Other parameters exchanged between NB+s for enabling inter-NB+ soft combing 

In addition to potential parameters descibed above, the eNB needs to send the neighbouring eNB the parameter which needs to be contained in RRC: MBMS Neighbouring Cell P-T-M RB Information which the neighbouring eNB sends over AIF.
3
Conclusion

It is proposed to discuss the chapter 2. 
It is proposed to include the text in Annex to the RAN3 internal TR.
Annex
6.2.3.1.3


 Improvement of Transport and Processing efficiency

MBMS is about the delivering the same data copied into multiple network elements. That means that all the network elements will make additional copies of the exactly the same data to the nodes in the list of downstream nodes. Copying the data to each node will increase the required transport capacity in a linear manner, and MBMS transport capacity can be calculated by multiplying the MBMS bearer bitrate with number of nodes on the downstream nodes list. By using the IP multicast, the data is transmitted only once from each network node, therefore it is not depending on the number of nodes in downstream list. 

IP multicast does not only save transport network capacity, but it will also save the processing capacity in the network elements as data copying is not needed any more. This aspect is also highly important in case of HSPA Architecture, where NodeB+s are directly connected to the GGSN.

Transport Solution In LTE MBMS 

The IP multicast is used in M1 interface.
6.2.3.1.x.
Improved RRM to enable inter Node B RRM decisions

Inter NB+ RRM

It is typically assumed that switching between point-to-point and point-to-multipoint transmission is possible on a cell-by-cell basis.
The MBMS resource management algorithms need to be able to:

· Admit a new MBMS bearer

· Point-to-multipoint only bearer.

· Point-to-point and point-to-multipoint bearer.

· Modify an established MBMS bearer

· From point-to-point to point-to-multipoint.

· From point-to-multipoint to point-to-point.

· Enable gain from soft combining between multiple cells

Optimal Decision Making 

The goal with MBMS is to maximize the system capacity by using the most efficient delivery method for each MBMS service; i.e., choose optimally between point-to-point or point-to-multipoint.

It is not straightforward to define a concrete criterion that can be maximized or minimized to reach the highest system capacity with MBMS. For example, minimizing the total aggregated power in an area used to deliver a service is not enough to reach the highest system capacity. This because individual cells could experience blocking in other services in case MBMS is activated. Another MBMS challenge is that information needed to make an optimal radio resource management decision is not always available. For example, in the point-to-multipoint mode the network is unaware of the pathloss to the individual mobiles. The network is therefore unaware of the power needed to provide the same connectivity using point-to-point distribution.

Hence, defining algorithms for MBMS seems to require sub-optimal approaches and system simulation investigations. This independent of if the architecture is centralized or distributed.

Possible Approaches

In all of the approaches in the sub-sections in the sequel it is assumed that at least the following information is made available between the cells:

· Spreading codes per service in the cell used for point-to-multipoint configurations.

Information used in the “MBMS NEIGHBOURING CELL P-T-M RB INFORMATION” message on MCCH. Example of content distributed in this message is: secondary CPCCH settings in the neighboring cells, MBMS soft combining timing information, combining schedule applied, etc.

Scenario 1: Mode Information Exchange Between Cells


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode(s) currently used in neighboring cells. The mode information indicates one out of at least three possibilities: point-to-point, point-to-multipoint, or no transmission.

Information exchange 

Each cell informs its neighbors about the mode (point-to-point or point-to-multipoint) used in the cell for each active MBMS service.

Input variables

When the cell continuously evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

Scenario 2: Mode and Reason Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and also the reason for why the neighboring cell is using a certain mode. The reason for why a cell is in a certain mode can be for example that i) one of its neighbor cell is in point-to-multipoint mode and it provides coverage support for that neighbor ii) it has enough of users inside its own area to motivate using the point-to-multipoint mode. In this way it is possible to provide coverage support when using soft combining from cells where there are not so many users.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors why it uses the certain mode; i.e., is there more than a certain number of users in the cell or is it because a neighbor cell is in point-to-point mode.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The reason for why a neighbor cell is using point-to-point or point-to-multipoint mode: high number of users or to provide soft combining coverage support for a neighbor cell.

Scenario 3: Mode and Counting Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and the number of users in the neighboring cell

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors how many users that are listening to the MBMS service.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

Scenario 4: Mode, Counting and Nested Counting Information Exchange

Description
The decision between point-to-point or point-to-multipoint is made on a cell basis, but information from neighbor cells and cells even further away may be taken into account into the decision criteria. This is important because full gains from soft combining require that multiple cells are in point-to-multipoint mode.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. The number of users in cell number i is denoted N(i). Each cell informs all its neighbors how many users that are listening to the MBMS service in its cell; i.e., cell number one in Figure x provides N(1) to all its neighbors. Each cell also reports the average number of users reported from all its neighbors; this number is denoted N(i). For cell number one in figure below the average number of u it computes from its neighbors is:
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Cell number one then provides N(1) as well as N(1) to all its neighbors. In this way each cell will have an exact estimate of the number of users listening to the service in the neighboring cells, but also information about how many users that are listening to the service even further away. This is illustrated with the gray and orange areas in figure below.
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Figure x. Cell structure with neighbor cells in hexagonal grid

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

The average number of users that the neighbor cells have reported.
Other parameters exchanged between NB+s for enabling inter-NB+ soft combing 

In addition to potential parameters descibed above, the eNB needs to send the neighbouring eNB the parameter which needs to be contained in RRC: MBMS Neighbouring Cell P-T-M RB Information which the neighbouring eNB sends over AIF.
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