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1 Introduction

This document discusses the active mode intra-frequency case of the Mobility Load Balancing Optimisation use case currently described in the new TR [1].

2 Discussion
2.1 Load considerations

The definition of load has been discussed in RAN3 and also RAN1 and RAN2, but is not yet finalized; see e.g. [2], [3], [4], [5]. It may include several parts like radio load, transport network load and maybe even some processing load. The radio load will probably be split between UL and DL and also e.g. between different QCI. 
An interesting question is when to balance the load? Is the purpose just to avoid overload situations, or is there a gain in doing the balancing also when there is no immediate risk to get into overload? In [8] system performance gains were seen also at medium loads. The conclusion is that the load balancing function should not only work as an overload protection mechanism, but also be suited to work at medium load.

It need to be discussed what is meant with balanced load when the load definition contains several parts. Radio load will certainly at least be split into GBR and non-GBR and DL & UL. How to act when e.g. GBR UL is overloaded in one cell and non-GBR in its neighbours? Another case may be that radio load is not controlled to be equal in two cells because of different TNL load for the two cells. How do we also take TNL load into account? E.g. should we always try to balance the radio load (also at medium load) as long as the TNL load is not close to overload? Only when TNL is overloaded, then we take that into account as well.
Therefore, it important to have an agreed and specified definition of balanced load in a (multivendor) distributed architecture, as each eNB may otherwise take non-compatible decisions. One solution is to include this rule in the specifications. Another solution is to let OAM define a policy which is sent to each eNB. 
2.2 Which mobility parameters to adjust
The Mobility Load balancing function will use the “handover parameters” for controlling the overload situation as agreed in the use case description in [1]. We see mainly two parameters that may be used: Hysteresis and Cell Individual Offset (abbreviated as CIO hereafter). As a cell may need to steer traffic to only some of its neighbours and not all of them, it seems more suitable to rather use the CIO than the hysteresis for load balancing purposes. 

When modifying mobility parameters in one cell, it will be necessary to adjust the mobility parameters in neighbour cells to avoid causing ping pong. An adjusted hysteresis would require a modified hysteresis in all neighbour cells thereby causing these changes to ripple through a large part of the network. By modifying the CIO, only one neighbour cell would have to adjust its corresponding CIO. 
2.3 How to adjust mobility parameters
In order to avoid problems like ping pong effects, it is normally necessary to change the CIO in both cells of a neighbour relation. In the distributed approach there would be signalling over X2 to make the two-sided change when balancing the load. This can be done with a simple request-response scheme. 
The CIO can only be changed within a range basically defined by the cell coverage overlap of the two cells. Changing it outside this range will e.g. cause HO failures and call drops. SON Mobility Robustness Optimisation function [1] is suggested to adjust mobility parameters to reduce call drops and excessive handovers. There is an interaction between Mobility Load Balancing and Mobility Robustness Optimisation use. 
One way of interacting with Mobility Robustness Optimisation function is that Mobility Robustness Optimisation function gives an allowed CIO parameter range where the radio network system performance is acceptable and within which Mobility Load Balancing function is allowed to change the CIO for load balancing purposes

3 Conclusions
From the above we can draw a number of conclusions:

1. In addition to defining load, it is also necessary to define what “balanced load” is. There seems to be a need to let the OAM set a policy for how to weigh together different types of load when doing the load balancing decision, e.g. radio load versus TNL load, as well as if the target is fully balanced or with some load offset.

2. It is recommended to use CIO for intra-freq load balancing purposes. A change of a CIO in one cell will normally need a change of the CIO to be done also in the related neighbour cell.

3. Configure CIO parameter range from the Mobility Robustness Optimisation function entity.

The above conclusions are proposed to be captured in TR 36.902. A Text Proposal follows.

4 Text proposal for TR 36.902

<***** Start of changes *****>

4.6
Mobility Load balancing optimisation

4.6.1
Use Case description

Objective: Optimisation of cell reselection/handover parameters to cope with the unequal traffic load and minimize the number of handovers and redirections needed to achieve the load balancing.

Self-optimisation of the intra-LTE and inter-RAT mobility parameters to the current load in the cell and in the adjacent cells can improve the system capacity compared to static/non-optimised cell reselection/handover parameters and can minimize human intervention in the network management and optimization tasks.

The load balancing shall not affect the user QoS negatively in addition to what a user would experience at normal mobility without load-balancing. Service capabilities of RATs must be taken into account, and solutions should take into account network deployments with overlay of high-capacity and low-capacity layers where high-capacity layer can have spotty coverage.
4.6.2
Solution Description

General features of the solution are as follows:

· Functionality: an algorithm decides to distribute the UEs camping and/or delay or advance handing of the UEs over between cells and thus to balance the traffic load between cells.

· Actions:

· An eNB monitors the load in the controlled cell and exchanges related information over X2 with node(s) residing the algorithm for load balancing. The exchange of the load information over another interface instead of X2 is FFS.

· An algorithm identifies the need to distribute the load of the cell towards adjacent cells, e.g. by comparing the load among the cells, the type of ongoing services, the cell configuration, etc.

· The handover margins and/or cell reselection parameters between the cell controlled by the eNB and one or more neighbouring cells are modified in a coordinated manner in both cells to avoid any problems with for example ping-pong.

· Expected results:

· According to the cell reselection and handover mechanisms, part of the UEs at the cell border reselect or hand over to the less congested cell;

· In the new situation the cell load is balanced.

· Increased capacity of the system.

· Minimized human intervention in network management and optimization tasks.

4.6.2.1
Input data, definition of Measurements or Performance data

· Policy for weighing different types of load, e.g. radio load versus TNL load and what level of balance is targeted
· Cell Load, from own and neighbouring cells

· Allowed value range for the Cell Individual Offset
4.6.2.2 
Output, influenced entities and parameter

· Changing Cell Individual Offset in own cell and in the related neighbouring cell
4.6.2.3
Impacted specifications and interfaces

<***** End of changes *****>
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