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1. Introduction
Load balancing has been discussed in RAN WG. The consensus on use case is reached and documented in TR 36.902. Originally four measurements of load are identified by RAN1 to indicate the cell load [1]. Later RAN2 further identifies totally eight measurements for load balancing purpose [2]. During last RAN3 meeting in Sorrento, a problem is raised on the non-GBR load measurements [3]. The current two non-GBR measurements M2 (Physical resource block usage for non-real traffic on UL) and M4 (Physical resource block usage for non-real time traffic on DL) are not capable to reveal the number of users in the cell. Because there might be the case that a few non-GBR users consume almost all resource blocks in a cell, it is necessary to identify this situation. Otherwise it is impossible to tell if a cell is really heavily loaded by a lot of users or just loaded by a few users that perform e.g. background FTP download. This contribution will discuss the problem in detail and present a solution to it.
2. Discussion
Currently, RAN1 identifies four measurements in order to show the load situation in a cell. They are:

M1: 
Physical resource block usage for GBR traffic on UL

M2: 
Physical resource block usage for non-GBR traffic on UL

M3: 
Physical resource block usage for GBR traffic on DL

M4: 
Physical resource block usage for non-GBR traffic on DL
Now, RAN2 assumes that PRB usage can be measured per QCI. Totally eight measurements are suggested:

M1: 
DL PRB usage per QCI (including data and associated L2 control elements)

M2: 
UL PRB usage per QCI (including data and associated L2 control elements)

M3: 
DL PRB usage for SRBs

M4: 
UL PRB usage for SRBs

M5: 
DL PRB usage for common control channels (sum of usage for BCCH and PCCH)

M6: 
UL PRB usage for common control channels (sum of usage for PRACH and PUCCH)

M7: 
DL PRB usage for SC-PTM MBMS channels

M8: 
DL PRB usage for MBSFN channels
These measurements above are able to show UL/DL PRB usage for GBR and non-GBR (or in every QCI level). However, they are not able to distinguish a situation where only a few users consume a lot of resource blocks. Such scenario can happen during night when some users go to sleep but leave their UEs doing FTP download. Even in daytime, it is natural that some users take over significant amount of resource blocks for non-GBR applications. When load balancing is performed and then individual cell load (revealed by M1~M4 or M1~M8) is exchanged between eNBs, those cells in the above scenario will be considered as heavily loaded simply because lots of non-GBR resource blocks are used. However, this is not absolutely true. Those PRBs used for “best effort” applications can be easily scheduled to new users in this cell. Also, even if load balancing algorithm manages to handover this kind of UEs to neighbour eNB, they will again consume the same amount of PRBs in the target cell. 
To handle this type of UE, it is necessary to have a look on the QCI table:
	Name of QCI Characteristic (Note 1)
	Packet Delay Budget
	Packet Loss Rate
	Example Services

	1 (GBR)
	< 50 ms
	High (e.g.10-1)
	Realtime Gaming

	2 (GBR)
	50 ms (80 ms)
	Medium (e.g.10-2)
	VoIP

	3 (GBR)
	90ms
	Medium (e.g. 10-2)
	Conversational Packet Switched Video

	4 (GBR)
	250 ms
	Low (e.g.10-3)
	Streaming

	5 (non-GBR)
	Low (~50 ms)
	e.g. 10-6
	IMS signalling

	6 (non-GBR)
	Low (~50ms)
	e.g. 10-3
	Interactive Gaming

	7 (non-GBR)
	Medium(~250ms)
	e.g. 10-4
	TCP interactive

	8 (non-GBR)
	Medium(~250ms)
	e.g. 10-6
	Preferred TCP bulk data

	9 (non-GBR)
	High (~500ms)
	n.a.
	Best effort TCP bulk data


As indicated in the table, QCI 9 is used for “Best effort” applications. When a UE is performing QCI 9 applications, those applications will take some resources but these resources can be rescheduled to other applications with higher priority when needed. 

A natural solution could be not to share the QCI 9 load in the load balancing function. Because QCI 9 can tolerate much bigger delay, it doesn’t matter how many users are in this QCI, i.e. they don’t count in the load. Their PRBs can be used by other QCI anytime needed. However, this solution can not handle one situation: when lots of people are using QCI 9 services, the cell should be more or less considered really loaded. Because when QCI 9 load is not shared among eNBs, there is possibility that UEs in neighbour cells are handed over to this “QCI 9 heavily loaded” cell. It is true that those QCI 9 occupied PRBs could be rescheduled to higher priority applications but this action will certainly deteriorate QCI 9 user experience.
The problem above can be understood as the unawareness of number of QCI 9 users among eNBs. If there are a lot of QCI 9 users in a cell, it is understood as really loaded. If not, the cell is understood as kind of pseudo-loaded. It is then proposed to exchange number of QCI 9 users on X2 together with the M1~M4 (or M1~M8) to provide more comprehensive load information. This way, by checking the number of QCI 9 users in a cell, the neighbour cells would make a better load estimation to the served cell. Such “number of QCI 9 users” information could be exchanged in LOAD INFORMATION message along with other information.
Proposal: The number of QCI 9 users is exchanged among eNBs as part of the information for load balancing purpose.  
3. Conclusion

It is proposed to accept the above proposal so that load balancing information is better interpreted and handled. 
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