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1.
Introduction

There have been a number of architectures proposed for 3G Home node B (HNB) or femtocells. All the architectures proposed to date within 3GPP have used IPsec for securing the user traffic across this connection. Whichever architecture is used, it will need to be able to meet market requirements using a residential broadband connection for backhaul between the HNB and the HNB gateway. The contribution [1] has already noted the need for further study of the impact of ADSL lines on the user plane handling.
The purpose of this contribution is to examine the performance of current implementations of IPsec within 3GPP and an alternative, SRTP, over a residential DSL broadband connection. It shows that in many countries, the broadband link will be the bottleneck in the delivery of voice and data services to mobile handsets in the home, and so a 3G HNB should make the most efficient use of the bandwidth available on the IP link. In particular, it shows that the interface using IPsec is not able to meet market requirements, whilst a modification to the Iu interface that allows the use of SRTP for security makes much more efficient use of the bandwidth on a broadband link, leading to the ability to meet market requirements and a substantial improvement in the end user experience.
The contribution first looks at bandwidth availability and market requirements for voice call support. Following on from this candidate architectures and security mechanisms are assessed to see whether they are able to meet the requirements with the resources available. Finally, the impact on the user and marketplace of reducing market requirements, or not meeting them is considered.

2.
Market requirements and bandwidth availability
Broadband speeds vary from one country to another, but a “standard” 2 Mbps connection in the UK or USA, for example, delivers uplink bandwidth of around 200-240 kbps (see Table 1, source http://www.thinkbroadband.com/speedtest.html).  In practice it will often be less than this (e.g. in DSL-connected homes that are located some distance from the local exchange).
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Table 1: Typical ADSL downlink and uplink speeds in the UK
Many operators have stated a requirement for 3G HNBs to support 4 simultaneous voice calls.  This level of usage must therefore be possible within the available uplink bandwidth on a standard broadband connection.  In practice this could mean significantly less than 200 kbps (not only because some homes will have a slower uplink, but also because the 3H HNB must share the broadband connection with PCs accessing the internet in the home).

3.
Analysis of Bandwidth Requirements
In this section we analyse the peak bandwidth requirements for voice calls in various architectural and security options. The requirements for individual calls are built up in the following sections. SRTP has been chosen for comparison with current IPsec because it is a security protocol design for enabling low-latency VOIP-like services in reduced bandwidths. The calculations are based on AMR packets of 32 bytes at 50 frames per second. It should be noted that IPsec must be wrapped up inside UDP in order to survive Network Address Translation behind firewalls.
3.1
Underlying IP Payload

Calculations are in bytes

	UDP
	8

	RTP
	12

	IuUP
	4

	AMR
	32

	Total
	56


3.2
Security encapsulation

If current 3GPP IPsec encapsulations are used, then there are two options: AES128 CBC or AES128 CTR. 
UDP carrying IPsec (ESP tunnel mode) assuming AES128 in CTR mode (RFC3686) gives
	UDP
	8
	(NAT transversal, RFC3948)

	ESP header
	8
	(4B SPI + 4B Seq)

	IV
	8
	

	Original IP header
	20
	

	Underlying IP payload
	56
	

	Pad
	2
	Multiple of 4B in total after IV, including following 2B

	Pad (byte length)
	1
	

	Next header
	1
	

	Authentication
	12
	HMAC-SHA-1-96, RFC2404

	Total
	116
	

	IPsec increment
	60
	


IPsec with AES 128 in CBC mode ([2]) gives
	UDP
	8
	(NAT transversal, RFC3948)

	ESP header
	8
	(4B SPI + 4B Seq)

	IV
	16
	

	Original IP header
	20
	

	Underlying IP payload
	56
	

	Pad
	2
	Multiple of 16B in total after IV, including following 2B

	Pad (byte length)
	1
	

	Next header
	1
	

	Authentication
	12
	

	Total
	124
	

	IPsec increment
	68
	


The corresponding SRTP section is:

	Underlying IP payload
	56

	Authentication
	10

	Total
	66

	SRTP increment
	10


3.3
Encapsulation over ADSL
In this section the impact of encapsulation over the ADSL link is analysed: this is done for two widespread techniques: PPP over ATM (PPPoA) – commonly used in Europe, and PPP over Ethernet over ATM (PPPoEoA), commonly used in North America.
If PPP over Ethernet over ATM (PPPoEoA) is used then the following analysis holds:

For PPPoEoA with LLC encapsulation, then the outer IP, PPP, PPPoE, Ethernet and ATM bridged encapsulation need to be added around the previous secured payload, giving:
	LLC bridged encapsulation
	10
	(RFC2685, replaces RFC1483)

	Ethernet MAC
	14
	

	PPPoE Header
	6
	(RFC2516)

	PPP Header
	2
	

	IP Header
	20
	

	Secured Payload
	 
	10/60/68 bytes as above, plus original IP payload of 56 bytes

	AAL5 CPCS Trailer
	8
	(RFC2684)

	Total increment
	60
	


This gives a grand total for PPoE/LLC-Bridge of 126, 176, 184 bytes for SRTP/IPsec-CTR/IPsec-CBC respectively, which in turn equates to 3, 4, 4 ATM cells respectively and thus to 159, 212, 212 bytes after padding and ATM headers are added. 
The PPPoE bandwidth will be 21.2kbps per cell, which implies a bandwidth requirement of 63.6kbps using SRTP and 84.8kbps using IPsec with either AES-128-CTR or AES-128-CBC.
If PPP over ATM (PPPoA) is used then the following analysis holds:

For PPPoA with VC-Mux, then the outer IP, PPP over ATM bridged encapsulation need to be added to the secured payload, giving:

	PPP Header
	2
	

	IP Header
	20
	

	Secured Payload
	 
	10/60/68 bytes as above, plus original IP payload

	AAL5 CPCS Trailer
	8
	(RFC2684)

	Total increment
	30
	


This gives a grand total for PPoA/VC-Mux of 96, 146, 154 bytes for SRTP/IPsec-CTR/IPsec-CBC respectively, which in turn equates to 2, 4, 4 ATM cells and thus to 106, 212, 212 bytes after padding and ATM headers are added. After adding the overhead for SRTP muxing, then 3 cells will certainly suffice for the SRTP approach.
The PPPoA bandwidth will be 21.2kbps per cell, which implies a bandwidth requirement of 63.6kbps using SRTP and 84.8kbps using IPsec with either AES-128-CTR or AES-128-CBC.
3.4
Peak ADSL bandwidth for multiple voice calls

The effects of multiplexing and the fact that IPsec is not optimised for small packet sizes is shown in Table 2.
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Table 2: ADSL bandwidth required for multiple voice calls

In North America, the IPsec approach requires more than 250kbps for the third voice call. By contrast, SRTP with muxing supports 4 calls within only 127kbps. In Europe, achieving a third voice call within 200kbps bandwidth is questionable if there is any significant demand on the ADSL link from other sources such as PCs accessing the internet at home.
Note that the table gives the peak rate which will be required whenever simultaneous voice traffic is being carried on all calls. Although silence suppression will result in an average bandwidth reduction, possibly by reducing the payload by as much as 4.5kbps, this is dependent on the noise conditions at the microphone and also does not affect the conclusions for peak loading in excess of 100% on a 200kbps uplink whilst using IPsec.
4.
User Impact analysis of simultaneous call support
This section looks at the effect on the user experience of supporting (or not being able to support) four simultaneous calls.
It might be argued that more than 2 simultaneous calls on the HNB will be a rare event, and therefore the likelihood of a bad experience is remote. For example, assuming an average of 2.5 HNB users per household (distributed as in Figure 1), even if the peak hour voice traffic per user is very high (0.1 Erlangs), the probability of 3 or more calls happening at the same time is only 0.2%. This raises the question as to whether the bandwidth efficiency requirement could be ignored.
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Figure 1: proportion of households with 1, 2, 3…6 femtocell users

The main argument against this is that the 3G HNB must support the advertised features.  If it says “4 voice calls” on the box (as required by many operators), then 4 voice calls must be supported on a standard broadband connection.  Ignoring the bandwidth requirement because of the low chance of 4 calls is not an option.  If the advertised features cannot be supported (and it is straightforward for a journalist to check), then the service will quickly get a bad reputation.

Further, some households will have insufficient uplink bandwidth even for 2 calls (3GPP IPsec implementations require 170 kbps), so operators will need to restrict the marketing of 3G HNB only to those subscribers with a fast broadband connection at home.  Restricting the market in this way damages the business case for deploying 3G HNB.  It is also quite impractical; especially considering that actual bandwidth delivered by residential broadband services is often a lot less than the maximum speeds advertised, so consumers will not know whether their line meets the minimum standards required to support a 3G HNB.  Eligibility tests will add expense and complexity to the sales process, and there will be a high risk of complaints and product returns from customers in the “grey zone” between eligible and non-eligible.
Considering the user experience with fewer calls

Alternatively, the HNB could be advertised as supporting “up to 4 calls depending on broadband speed”.  This would set user expectations appropriately and might avoid complaints from customers with slow broadband.  In this case, it must be asked if bandwidth efficiency is still an important consideration
It turns out that bandwidth efficiency is still very important – the main reason being to reduce the probability of a bad experience with only 1 or 2 calls, especially if there is a conflict with PC internet usage in the home.  For example, the PC requires uplink bandwidth to upload photos and videos to social networking sites such as Facebook and YouTube.  Even web browsing requires some uplink bandwidth to acknowledge the downlink packets.
Consequently the probability of a “bad experience” must be defined broadly.  On the one hand, phone users might have insufficient uplink bandwidth for voice calls.  On the other, PC users might have insufficient uplink capacity for browsing and other internet services if voice calls consume all the uplink capacity.
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Figure 2: distribution of uplink bandwidth amongst households in the model

In order to investigate the probability of a household having a bad experience, we have built a model that assumes a distribution of broadband uplink speeds between 90 and 750 kbps (see Figure 2). This is a truncated normal distribution with a mean uplink bandwidth of 200 kbps, standard deviation of 128 kbps, minimum 90 kbps and maximum 750 kbps. The model also assumes that there is a 20% chance that PC internet access in the home will require 64 kbps of uplink bandwidth at some time during the peak hour.  Peak hour is assumed to be the same for voice calls and PC internet use.
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Figure 3: probability of North American households / users having a bad experience in peak hour as a function of voice traffic demand


Figure 3 shows the probability of a bad experience in a North American household during peak hour as a function of the average voice traffic demand per user.  IPsec performs poorly, with the probability of a bad experience becoming significant even at moderate levels of usage. SRTP with muxing reduces the probability of a poor experience by a factor of 2 to 3 times.

It is also important to appreciate that users in the household will become aware of each others’ bad experiences.  When one user cannot make a call, other household members will very likely hear about it.  Because the chance of a bad experience increases in households where there are more users, the probability that a given user will be aware of a bad experience in the home during peak hour is greater than the probability that a household will have a bad experience (see Figure 3).
It is easier to understand the potential impact of bandwidth inefficiency if we examine the probability that a user will be aware of several bad experiences in a given time period.
Figure 4 shows the probability that a user will be aware of 2 or more bad experiences in a period of a month.  Here SRTP performs 5-10 times better than IPsec.
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Figure 4: probability of 2 or more bad experiences in a month

Figure 5 shows the probability that a user will be aware of 6 or more bad experiences within 18 months (which might represent a typical HNB contract subscription period).  Here IPsec does very badly indeed, with 40% chance of more than 6 bad experiences when the average peak hour voice traffic demand is 0.06 Erlangs per user.  This number of issues may be regarded as likely to cause significant churn.  By contrast, SRTP performs much better, with a lower than 1.5% chance of 6 bad experiences.
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Figure 5: probability of 6 or more bad experiences in 18 months

Discussion of model assumptions

There are aspects of the above analysis that may turn out to be quite conservative for a number of reasons: the first is that a poor experience on a 3G HNB may annoy users more than it does the macro network because:
· There is an expectation of fixed line quality in the home

· Immediate call retry is less likely to succeed on a 3G HNB – the macro network supports more calls so there is a greater chance of a call ending

Secondly, peak hour usage levels may be at the high end of the scale shown in the figures above.  Based on Ofcom figures for Q3 2007, BT fixed lines carried on average just over 7,000 minutes of incoming and outgoing voice traffic per year.  If we assume 60% of the traffic is carried in 40% of the time users spend at home, then peak hour demand per line is around 0.1 Erlangs.  Assuming 2.5 users per household (see Figure 1), and a 25% uplift to account for the fact that a femtocell relieves congestion on the fixed line, peak hour usage per user with a femtocell could be approximately 0.05 Erlangs.  Existing use of the mobile phone at home (i.e. FMS) adds approximately 0.01 Erlangs in busy hour for each mobile handset, so 0.06 Erlangs peak demand per user seems a reasonable starting assumption.  However, there are several factors which could increase this:
· HNB solutions appealing to ‘power users’ who want to use their phones a lot

· Marketing propositions that encourage high levels of usage (e.g. free calls at home)

· HNBs will be used in small offices as well as homes; business usage is likely to be higher than residential, and intra-office calls will immediately use up two voice slots on the HNB.
Thirdly, the analysis assumes an average value for the peak hour voice traffic demand, which may significantly underestimate the probability of a bad experience:

· Some households will contain talkative families, who will need several calls at once far more often than the average.
· There will be periods of much higher than average demand (e.g. Thanksgiving, Christmas, New Year…), when the probability of more than 2 calls will be much greater than normal.

Finally, the analysis ignores the possibility of mobile data traffic and video calls through the 3G HNB, which will further reduce the bandwidth available for voice calls and PC internet access.
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