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1. Introduction
In the previous meeting the S1 connection for LTE HNB was discussed [1], [2].  This contribution is to investigate if the amount of S1 connections in case of LTE HNB deployment is acceptable.
2. Discussion
The deployment of home eNodeB could introduce a tremendous number of S1 connections to MME in case LTE HNB is directly connected to the MME in EPC. The support of S1-flex for Home eNodeB will cause even more S1 connections.
In order to understand if the stated amount of S1 connections is acceptable, the investigation can be conducted in the follow ways:
1) S1 configuration complexity
2) S1 bandwidth requirement
3) Buffer consumption 
4) Node process efficiency
2.1 S1 configuration complexity
According to the definition, one SCTP association for S1 connection is a 5 tuple <IPSource, portSource, IPDestination, portDestination, protocol>. Although the number of associations is quite big, the number of IP address and port are enough on the top of the TCP/IP protocol. 
Therefore the S1 configuration complexity can be accepted.

 2.2 S1 bandwidth requirement
The total bandwidth requirement of S1 interface is up to the maximum traffic volume across the interface between EUTRAN and EPC. It seems that the number of S1 connection can not influence the bandwidth requirement of S1, despite of the fact that more S1 connections can result in additional bandwidth requirement especially for link management and maintenance. For example, the cycle of heartbeat detection for link maintenance is recommended to set as 30s[3], and the detection packet is about 100 bytes. Therefore the consumption of S1 bandwidth for link maintenance against one association is about 53 bps (100*8*2/30). This is obviously not a problem for LTE HNB. However from the perspective of MME in EPC, the consumption of S1 bandwidth for link maintenance is 53Mbps with the assumption there are 1 million LTE HNBs connected with it. 
In case of S1-flex and/or network sharing[4] [5], the bandwidth overhead of S1 interface for LTE HNB is less than 53 Kbps, due to the limitation of NRI length, by which only 1024 S1 connections can be supported. For MME in EPC, the consumption of S1 bandwidth for link maintenance is less than 53 Gbps assuming that there are 1 million LTE HNBs connected with it.
It is not clear if the additional S1 bandwidth requirement caused by large number of S1 link management and maintenance can be acceptable. In case of S1-flex and/or network sharing, even more S1 bandwidth is required for both LTE HNB and MME in EPC. 
2.3 Buffer consumption
There is a study for SCTP protocol stack operation that one SCTP association requires about 150K bytes or so buffer size for buffer operation. Hence, the buffer requirement for MME in EPC is less than 150 G bytes assuming that there are 1 million LTE HNBs connected with MME. The buffer requirement can decrease in case of buffer sharing, which is implementation specific.  
In case of S1-flex and/or network sharing, the maximum buffer requirement of S1 interface for LTE HNB is less than 150M bytes, due to the limitation of NRI length.  In this case, the buffer requirement for MME in EPC will increase.
It is not clear if the additional buffer requirement caused by large number of S1 connections can be acceptable. In case of S1-flex and/or network sharing, even more buffer size is required for both LTE HNB and MME in EPC. 
2.4 Node process efficiency
It is envisioned that the CPU process load will be increased to maintain the SCTP association for large number of LTE HNBs. And frequent S1 establishment or release with new HNB deployment or tear down or power off/on will increase the management load of the node. The sort of load in MME is more than that for LTE HNB.

It is supposed that the additional process overhead can be addressed or balanced by new coming computer processing technology. 

3. Conclusion

In case of LTE HNB deployment, 
· The S1 configuration complexity can be acceptable.
· It is not clear if the additional S1 bandwidth caused by large number of S1 connections can be acceptable. 
· It is not clear if the additional buffer requirement caused by large number of S1 connections can be acceptable.
· The additional process overhead can be acceptable. 
Hereby, it is proposed to capture bullet 2 and bullet 3 above in the open issue of Section 4.2.2.2 Architecture in TR R3.020 for further study.
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