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1.
Introduction

Several documents were presented during RAN3#58 on the subject of S1 Signalling Load Control which brought the following conclusions:

· RAN3 would attempt to standardise an MME Load Balancing solution.

· RAN3 would attempt to standardise an Overload Indication 
· The MME overload procedure should be seen as independent procedure compared to the MME load balancing procedure.

· A MME Load Balancing procedure based on utilisation of a “weight factor” was discussed. This relates to an MME and it’s load “relation” with the other MMEs in its MME Pool. This is then sent to the eNBs in that MME pool. The applicability and necessity of this solution for non-pooled networks is FFS

· It was not agreed that eNodeB would indicate an Overload situation to the MME Pool. 

· Overload Situation with respect to the S1 User Plane was agreed NOT to be included in this discussion. (in any case if the MME chooses SAEGs, then this is a function of the MME(SAEG signalling)

This paper intends to provide additional information on signalling of MME load information across the S1 from a “Stage 2” point of view and (in an accompanying paper) outline the Stage 3 solution, both of which build upon the discussions and outcome of the previous meeting. 

2. Discussion

2.1 Status in SA2 since the last RAN3 meeting

During SA2 #60b (SAE drafting ad-hoc), text was agreed for inclusion into TS 23.401 on the subject to Load Balancing in an S1 Flex area (see S2-075425) and is provided in Annex 1 of this document. 

2.2 Next Steps in RAN3

Without repeating the points made in the papers presented previously nor the section above, agreement needs to be found in the following areas:

· What/should/how is the unit of load defined – that can be used in a multi-vendor environment – to permit signalling load balance situation from the MME pool?

· How will the MMEs signal their load balance status to the eNodeBs within its pool?

· How often will the MMEs signal their load balance status to the eNodeBs within its pool?

· What is the eNodeB behaviour following reception of MME load balance indication? 

2.3 Relative MME Capacity
Where implemented, the CN Architecture may consist of MME Pools and in this situation an indication of load from an MME in this pool to the eNodeBs must bear in mind the load situation in it’s intra pool MME neighbours. The idea is such that a single MME may not simply indicate its own load situation without any correlation to its neighbour MMEs. The operator will ensure that the relative capacity is set accordantly in one MME and in the right relation to other MMEs in this pool.  
All MMEs in a pool will indicate to the corresponding eNBs a “Relative Capacity” indicator that would serve as guidance to the eNB in the handling of new connections i.e. as to which MME that eNB should direct the signalling of that user. For example: 5 MMEs in a pool, whose corresponding Relative Capacity is 10%, 20%, 30%, 40%, 50% respectively. The eNBs will then assign new users to MMEs as indicated by the received Relative Capacity Indicator.

Unless SA2 decide otherwise, this “relative capacity” used within an MME pool is set by O&M – unless specified to be signalled – but in any case is not within the scope or responsibility of RAN3.  Any such parameter should be agreed and able to be implemented in a multi-vendor environment e.g. or indication of an integer value from 0-100,
2.4 Signalling of Relative MME Capacity
The Signalling of Relative MME Capacity from the pooled MME(s) to the relevant eNodeB could be performed via 2 ways:
· Relative MME Capacity for each MME in the MME Pool can be sent during initial connection setup procedure (for guidance on subsequent new entrants)
· A dedicated procedure could be used. 

The first ways approach will apply during taking a new eNB into the service. In this case the operator will configure via O&M the MME in pool with relative capacity indicator which will be downloaded within the initial S1 Setup procedure to the eNB.

The second approach is needed to update the Relative MME Capacity Indicator due to changing traffic patterns during normal operation or in particular if the operator would like to take a particular MME out of service or perform any other maintenance on the node. In this case the operator should have a possibility to set Relative Capacity indicator to the maximum value and be able to after a certain time to take the Node out of service. 
The inclusion of Relative MME Capacity IE within S1 SETUP RESPONSE message is set to mandatory. In case the MME pool concept is not deployed this IE will be ignored by the eNB. 
The inclusion of the Relative MME Capacity IE in the S1Setup Update procedure is optional. If the MME Pool concept is not implemented this IE will be ignored by the eNB if received. 
3 Stage 3 Proposed Text for TS 36.413 (see document R3-080185)
FIRST PROPOSED CHANGE

8.7.3
S1 Setup 

8.7.3.1
General

The purpose of the S1 Setup procedure is to exchange application level data needed for the eNodeB and MME to interoperate correctly on the S1 interface.  
8.7.3.2
Successful Operation
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Figure 8.7.3.2-1: S1 Setup procedure: Successful Operation.

The eNodeB initiates the procedure by sending a S1 SETUP REQUEST message including the appropriate data to the MME. This message shall be the first S1AP message sent after the TNL association has become operational. The MME responds with S1 SETUP RESPONSE including the appropriate data. 

The exchanged data shall be stored in respective node and used for the duration of the TNL association. When this procedure is finished S1 interface is operational and other S1 messages can be exchanged.

8.7.3.3
Unsuccessful Operation
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Figure 8.7.3.3-1: S1 Setup procedure: Unsuccessful Operation.

If the MME can not accept the setup it should respond with a S1 SETUP FAILURE and appropriate cause value.

If the S1 SETUP FAILURE messages include the Time To Wait IE the eNodeB shall wait at least for the indicated time before reinitiating the S1 setup towards the same MME.
8.7.3.4
Abnormal Conditions

NEXT PROPOSED CHANGE

8.x
S1 Setup Update
8.x.1
General

The purpose of the S1 Setup Update procedure is to inform the eNB whenever configuration information changes compared to the previously sent one. 

8.x.2
Successful Operation
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Figure x.x.2-1: S1 Setup Update procedure
The MME initiates the procedure by sending an S1 SETUP UPDATE message.

The S1 SETUP UPDATE message may contain the Relative MME Capacity IE which is related to the capacity of that MME. 
8.x.3
Unsuccessful Operation
Not applicable.

NEXT PROPOSED CHANGE

9.1.8.5
S1 SETUP RESPONSE

This message is sent by the MME to transfer information for a TNL association.
Direction: MME ( eNB
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	reject

	MME Name
	M
	
	OCTET STRING
	FSS if IE is optional
	YES
	ignore

	Served PLMNs
	
	1..<maxnoofPLMNsPer MME>
	
	
	GLOBAL
	reject

	 >PLMN Identity
	M
	
	OCTET STRING (SIZE (3))
	
	-
	

	NRIs
	
	1..<maxnoofNRIs>
	
	
	GLOBAL
	reject

	 >NRI
	M
	
	OCTET STRING
	
	-
	

	Relative MME Capacity
	M
	
	9.2.3.X
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPLMNsPer MME
	Maximum no. of PLMNs per MME. Value is FFS.


	Range bound
	Explanation

	maxnoofNRIs
	Maximum no. of NRIs. Value is FFS.


NEXT PROPOSED CHANGE

9.1.x S1 Setup Update

This message is sent by the MME to provide updated configuration information for a TNL association.

Direction: MME ( eNB
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	Reject

	MME S1-AP UE Identity
	M
	
	9.2.3.3
	
	YES
	Reject

	Relative MME Capacity 
	O
	
	9.2.3.x
	
	YES
	Reject


NEXT PROPOSED CHANGE

9.2.3.X
Relative MME Capacity

This IE indicates the relative processing capacity of an MME with respect to the other MMEs in the pool. The relative MME capacity is set by O&M.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Relative MME Capacity
	M
	
	INTEGER (0..100)
	


3. Conclusions and Proposal

It is proposed to include the above stage 3 description into TS 36.413
4.
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