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1 Introduction

This document meditates about possible architectural impacts of Home eNodeB deployment, and the support of S1-flex.  Throughout the document the Home eNodeB node is indicated as HeNB.

2 Discussion

During RAN3#57bis it emerged that the RAN3 specifications will be impacted in multiple ways by the introduction of the Home eNBs and CSG concepts.  In particular, this became apparent when looking at some of the proposed requirements for HeNBs, like e.g. 

-
Have a very slim SCTP connectivity towards the MME (single association, single stream, single IP address, see [1]), 

-
Easing connectivity to an MME pool by reducing the visibility of the pool at HeNB 

-
Support of shared network

-
Scalability impact of HeNBs deployment on several network identifiers

The aim of this paper is that of emphasizing the importance of a logical node, which will be called HeNB Gateway (HeNB GW), mediating connectivity between HeNBs and the EPC.  Its existence as a logical node – RNL-wise – needs to be looked at and proofed/challenged/defended with all available logical means.

2.1 Scalability problems associated with HeNBs (mass) deployment without HeNB-GW

2.1.1 Intra LTE System Scenario

Inter-MME mobility

Either the HeNB/CSG is connected to the whole MME-pool, taking into account its geographical location w.r.t. its surrounding macro environment, which to our understanding imposes unbearable configuration and operational effort or

-
if the HeNB is connected to only one MME, inter-MME mobility would need to be taken into account in case of inbound mobility, as a mobile might be subscribed to more than one CSG, which might have connectivity to several MMEs within a pool, this is particularly true in case of shared networks.

-
all the HeNBs are connected to a single/few MMEs out of the pool, which would not be inline with the redundancy and load-balancing intention of an MME-pool as this would cause in the end all UEs having CSG subscriptions to have their contexts located within these single/few MMEs.

S1 connectivity

Due to the high number of HeNBs planned to be deployed and consequently the high number of S1 connections to be established, the handling at the MME of the specific parameters involved with the setup of an S1 interface will be more challenging, especially as the HeNB shall have the possibility to freely establish and tear down the S1 bearers according to the actual load and to its status (switched on or switched off), thus increasing processing load at the MME (or MMEs in case the HeNB is connected to the whole pool).

The identified challenges posed by the deployment of HeNBs are conveniently addressed with the introduction of a logical entity acting as a kind of access concentrator, which is named here Home eNB GW and described in the following sections.

2.1.2 Inter Access System Scenario

One possible deployment case for HeNBs and CSG cells (associated with HeNBs) may consist of LTE islands within non-LTE coverage areas. This scenario has already been captured in [2].

In this scenario a UE moving in and out of the HeNB cell will trigger a HO procedure involving MMEs and SGSNs.  This procedure will require the MME to exchange (i.e. receive or send) the UE context and to perform a TA update (in the case of HO to HeNB cell).  Due to the high number of HeNBs that could be deployed within non-LTE coverage areas such HO procedures could be high in number and could consist of an unbearable load for the MME(s) serving the coverage area.  The introduction of a HeNB GW serving multiple HeNBs would improve the scalability of this problem as the HeNB GW could appear to the EPC as one pseudo-HeNB, masking the plethora of home base stations and the procedures needed to manage it. 

2.2 Architectural Properties of an HeNB Gateway

In principle, as discussed above, there is no absolute necessity to change the LTE/SAE architecture for the introduction of HeNBs in 3GPP specifications, as long as HeNBs follow the current status of 3GPP specifications. There is also no necessity to introduce a new network-node as a HeNB GW into the logical architecture, although in real-word deployments such a GW will most likely be introduced, firstly to act as a “traffic concentrator” to perform – RNL wise – a nil-function, hence acting on TNL as an RNL-relay, secondly, to provide link-level security (Security Gateway).

However, looking at reasonable simplifications for the HeNB in a network-operation and configuration context, and targeting at a low-complexity implementation of such an intermediate Gateway node - in fact it is targeted to regard this Gateway node rather as a relay node – as far as possible - the following proposals are envisaged:

Control Plane:

-
The HeNB connects (at least logically) to a single CN (or upper) node, i.e. the pooling-property of the C-Plane CN should be transparent to the HeNB. This eases configuration setup of HeNB and handling of connectivity towards the core network from a HeNB point of view.

-
The Home eNodeB connects to the core network via a single SCTP association containing a single SCTP stream and a single IP address (no IP multihoming). This is different to the S1-C property of macro eNBs, where common S1AP procedures are handled via a separated SCTP stream and dedicated S1AP procedures via a few SCTP streams, and multihoming should be supported as well.

-
Consequently, the Home eNodeB connects control-plane-wise only to a single network node.

-
Further, the Home eNodeB does not contain a NNSF (S1-flex) function; this function is located in the HeNB GW node.

User Plane:

-
The Home eNodeB connects to the core network via a single IP address. Handling of TEIDs should be able to take place without specific requirements for UL traffic (TEID allocated by the S-GW, for DL, if the GW should behave as a relay node only, coordination of TEID address ranges should be foreseen; this function resides at the GW and is executed during S1 setup.
Further properties of HeNBs:

-
The Home eNodeB shall be logically connected to the same MME pool which serves the macro layer. This implies that localisation of HeNBs is crucial. This property would avoid unnecessary mobility actions (inter-MME pool handover at HeNB(macro eNB HO scenarios). A HeNB GW might be restricted to a certain geographical area, corresponding to an MME pool area, however, the general case is depicted in Figure 2 (Appendix).
From Figure 2 in the Appendix the following properties of the HeNB GW can be derived:

Control Plane:

-
In order to enable S1-flex connectivity for the HeNB, without deploying and configuring the HeNB with this functionality, the HeNB Gateway needs to be able to provide a 1:n relay functionality. As this kind of connectivity can no more rely on TNL addresses only, unless a stateful implementation of the GW function is foreseen (think of 2 UEs being registered in different MMEs of an MME-pool), the provision of global node-id’s on S1AP protocol level becomes absolutely necessary. Abstraction of the MME pool structure is anyhow important for keeping HeNB operation simple. 

-
from a CN point of view a HeNB GW acts – in principle – similar to a (macro) eNB towards the CN. i.e. it performs automatic registration towards (a pool of) MME (s). A specific TrackingArea Identity (consisting of a TAC out of a range of specific Tracking Area Codes, indicating CSG and/or Home access, which should uniquely identify a HeNB GW together with PLMN Identities towards the CN) indicated during the automatic setup could indicate the specific property of this node. Further, a HeNB GW will of course be connected via several IP addresses (IP multihoming) and at least several SCTP streams (one dedicated for common signalling, which would make it necessary to feed in the common messages properly, if needed).

-
connectivity between HeNBs and the HeNB GW is established on demand. The setup and release of the HeNB-to-HeNB GW connection might happen frequently, depending on the activity of a HeNB or user’s choice. This dynamic connectivity-behaviour, which is expected to be more dynamic than from a macro eNB shall be transparent to the CN.

-
in sum, the HeNB GW acts towards the HeNB as a single CN node, and towards the CN as a single (macro) eNB

-
The HeNB GW, acting as a (macro) eNB towards the CN node might necessitate to identify the HeNB GW at automatic S1 setup with a specific Identification, e.g. a TrackingArea with a specific TrackingAreaCode (a single specific one or out of a set of dedicated “home” Tracking Area Codes). This might be information provided on the HeNB’ BCH.

-
It might be advantageous to provide the MME(s) with unique eNB S1 AP IDs per HeNB GW, which necessitates a coordination function of the HeNB GW. I.e. the HeNB needs to be provided with an allowed eNB S1 AP ID address range at HeNB operation start (during S1 setup procedure)

User Plane:

-
(UL) TEIDs allocated by the S-GW should not make any trouble.

-
(DL) TEIDs allocated by the HeNBs will for sure require a translation on HeNB-GW side, as the GW acts as a single node and the ranges selected by the HeNBs may overlap (dependent on implementation specifics). 
Another alternative would be to co-ordinate/control TEID assignment by the CN, hence signal towards the HeNB the range of (DL) TEIDs it is allowed to allocate at setup.

2.3 Architectural Properties of an HeNB Gateway in the Sharing Scenario

A HeNB is assumed to be associated to a single operator. The HeNB GW for a specific HeNB connects to that MME pool to which the macro layer is also connected. Connectivity between the HeNB-GW and MMEs shall be established on the basis of the MME to which the UE is/was registered at the point of time it enters the home area. This implies that the HeNB GW shall also be able to connect to MME pools not belonging to the “owning” operator, as shown in Figure 3 of the Appendix.  The respective routing data is provided via the S-TMSI and (at least) the PLMN-Id or (better) the (macro) Tracking Area Identity, which should be sufficient to route an Initial UE message towards the proper MME. The UE is registered for the TA of the macro cell and for the CSG deployed in the macro cell area within the same MME.

The following simplifications for HeNBs are proposed:

Control Plane:

-
The HeNB connects (at least logically) to a single MME-pool of the “HeNB-owning” operator, i.e. the sharing-property of the C-Plane CN should be transparent to the HeNB.
Even if the MME-pools of “non-owning” operators are assumed to serve different geographical areas than the MME-pool of the “owning” operator, this property holds as for the macro-layer case.
This requires the HeNB-GW to hold mapping tables to translate the location information provided by the HeNB to MME-pool connectivity not only of the “owning” operator but also of foreign-operators.

-
It is assumed that the HeNB is configured by the HeNB-GW with respect to the PLMN-Ids to be broadcasted. Alternatively, O&M configurations can be envisaged, but it would be somehow strange not to use the available automatic S1 setup, procedure, having also in mind, that the HeNB-GW has information about connectivity to various operators’ CNs (MME pools). 

User Plane:

-
Nothing to be specified for the sharing scenario
The above result in the following properties of the Home eNB Gateway for sharing scenarios.
Control Plane:

-
Whereas for non-roaming scenarios, no necessity is given to deal with global node-ids, for sharing scenario the advantage/necessity is apparent.

-
Dependant on the way, the UE indicates the chosen PLMN to the network, the operator specific MME pool is either selected by NNSF based on sub-number-space allocations to the respective operators or directly by the PLMN-Id (could be indirect via indexes, i.e. PLMN-Id 1(in the broadcasted list, or the default one) is not indicated, the subsequent PLMN-Ids are indicated according to the order in the broadcasted list). In any case, either the S-TMSI or the S-TMSI and the PLMN-Id need to be indicated to the HeNB-GW, which performs pool and node selection according to routing tables of the NNSF.  

User Plane:

· Nothing to be specified for the sharing scenario.

2.4 Functions supporting redundancy of HeNB GW

Like for MME pools, which where introduced – among other aspects – for redundancy reasons, it should be avoided to introduce a single-point-of-failure, and therefore, a pool of HeNB GWs should be configured for home eNB operation, as shown in Figure 4 of the Appendix.
HeNB properties for HeNB GW redundancy:

-
A HeNB should be connected to one HeNB GW only at the same time.

-
At connection start-up, the HeNB should gain information of “spare” HeNB GWs out of the HeNB GW pool. Load balancing mechanisms should allow even distribution of HeNBs to HeNB GW pool nodes.

-
If a HeNB GW fails, the HeNB should have – preconfigured at HeNB startup – a second HeNB GW address available to which it can connect immediately.

-
If the HeNB GW refuses to provide connectivity to the HeNB e.g. for the reason that the location of the HeNB does not fit to its contractually determined area of operation, the HeNB should be informed in order to avoid connection setup retries (to spare nodes), causing signalling load.

HeNB GW properties for HeNB GW redundancy:

· Each HeNB GW out of a HeNB GW pool shall be able to identify itself uniquely towards the CN and towards the HeNB.
2.5 Consequences of not approving a HeNB GW functionality
The HeNB GW is specifically addressing requirements expressed in the HeNB context, such as
· The HeNB S1 interface is non-permanent

· The HeNB’s S1 interface shall be simplified, connecting to a minimum number of EPC nodes (e.g. a single MME node), i.e. no S1-flex support

· Deployment of HeNBs shall not require reconfiguration of other eNodeB (E-UTRAN) or RNC (UTRAN) or BSS (GERAN) due to scalability problems
While the first requirement would be already supported in the S1 specifications (by means of S1 setup and release procedures), the second requirement cannot be addressed without challenging the present mobility concept reflected in the specifications, and which would require a full-scale review of the S1 specifications in collaboration with SA2.  The third requirement would be very difficult to achieve without a HeNB GW given the large number of HeNBs planned to be deployed and their scalability impact on NAS and AS.
3 Conclusion

The HeNB GW proposal successfully addresses the requirements that the HeNB is setting on the S1 interface, and preserves the current RAN architecture. In addition, it addresses critical issues such as the challenges related to the mass deployment of HeNBs.
4 Proposal

It is proposed that the considerations above are discussed and that the possibility of including a HeNB GW in the RAN3 specifications is discussed and approved.  It is proposed that the content presented in this paper becomes the basis for a first draft of section 7 of TR 25.820
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6 Appendix – Outlining in a graphic way
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Figure 1. Introduction of a HeNB Gateway
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Figure 2. HeNB-GW acting towards several MME pools, depending on HeNB location.
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Figure 3. HeNB GW in RAN sharing scenario.
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Figure 4. Introduction of a pool of HeNB Gateways for redundancy
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