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1 Introduction
At the meeting RAN3#57, it’s FFS on horizontal interface between MCEs. This paper discusses some issues related to the interface, which could help make a decision on the existence of the interface.

2 Discussion
2.1 MBMS service requirement and MCE capability

In LTE, MBMS services could be divided into several types based on MBMS service coverage: nation-level, province-level, city-level…… For a certain nation-level/province-level MBMS service, more than one MCE will be involved, since we assume that the coverage of an MCE is limited. In this case, the relevant radio resource may be pre-allocated for it.
However, if a certain MBMS service covers more than one MCE, and there is no radio resource pre-allocated for the service, the corresponding MCEs have to do some work on MBMS radio resource coordination. Always, we hope that it’s the best if there is only one MBSFN for a certain MBMS service. Then, the interface between MCEs has to exist.

If in this case, there is no coordination/no interface between MCEs, the MBMS service, whose SA is larger than one MCE controls, has to be split into several parts, then mutli-MBSFN for the same MBMS service will occur. No coordination, little possibility to use the same radio resource. Correspondingly, each MBSFN will have some guard cells, named MBSFN transmitting cell currently, where service continuality could not be guaranteed, also UEs could not receive any signalling for the specific MBMS service.
In this situation, there will be some guard cells per each service for each MCE, which is not expected by operators.
2.2 Dynamic MBSFN

Till now, it's assumed that dynamic MBSFN is supported in LTE MBMS. If so, there are some possibilities that dynamic MBSFN area for a certain MBMS service may be split or combined, and also could move from one MCE to another. It means that same radio resource will be used for the same MBMS service in different MCE, which will impact on the radio resource allocation for other MBMS services in different MCE.
To resolve the problems mentioned above, we propose that

Proposal 1: the interface between MCEs should be defined.

3 Conclusion

In this document, we discussed some issues about MCE in LTE MBMS. And, we propose that the interface between MCEs should be introduced. Correspondingly, text proposal for 36.300 is attached.
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15.1.1 E-MBMS Logical Architecture
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Figure 15.1.1-1: E-MBMS Logical Architecture

Figure 15.1.1-1 depicts the E-MBMS Logical Architecture. 
Multi-cell/multicast Coordination Entity (MCE)

The MCE is a logical entity – this does not preclude the possibility that it may be part of another network element – whose functions are the allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using MBSFN operation. Besides allocation of the time/ frequency radio resources this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme. The MCE is involved in MBMS Session Control Signalling. The MCE does not perform UE - MCE signaling.
E-MBMS Gateway (MBMS GW)

The MBMS GW is a logical entity – this does not preclude the possibility that it may be part of another network element – that is present between the BMSC and eNBs whose principal functions is the sending/broadcasting of MBMS packets with the SYNC protocol to each eNB transmitting the service.  The MBMS GW will use IP Multicast as the means of forwarding MBMS user data to the eNB. The MBMS GW performs MBMS Session Control Signalling (Session start/stop) towards the eUTRAN.

Control Plane Interfaces
“M3” Interface: MCE – MBMS GW 

An Application Part is defined for this interface between E-MBMS Gateway and MCE. This application part allows for MBMS Session Control Signalling on EPS bearer level (i.e. does not convey radio configuration data). The procedures comprise e.g. MBMS Session Start and Stop. SCTP is used as signaling transport i.e. Point-to-Point signaling is applied.

“M2” Interface: MCE – eNB
An Application Part is defined for this interface, which conveys at least radio configuration data for the multi-cell transmission mode eNBs and Session Control Signaling. SCTP is used as signaling transport i.e. Point-to-Point signaling is applied.
“M4” Interface: MCE – MCE
An Application Part is defined for this interface between MCEs, which conveys at least radio configuration data for the multi-cell transmission mode services. SCTP is used as signaling transport i.e. Point-to-Point signaling is applied.
User Plane Interface

“M1” Interface: MBMS GW – eNB
This interface is a pure user plane interface. Consequently no Control Plane Application Part  is defined for this interface. IP Multicast is used for point-to-multipoint delivery of user packets for both single cell and multi-cell transmission.

Deployment consideration

It is not precluded that M3 interface can be terminated in eNBs. In this case MCE is considered as being part of eNB. Therefore M2 does not exist in this scenario. This is depicted in Figure 15.1.1-2 which depicts two envisaged deployment alternatives. In the scenario depicted on the left  MCE is deployed in a separate node. In the scenario on the right MCE is part of the eNBs.
.
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Figure 15.1.1-2: eMBMS Architecture deployment alternatives
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M4 is an interface between MCEs



























M3











M1











M2











M4
















