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1. Introduction

In RAN3 55bis meeting MBMS content synchronization for multi-cell was agreed and text added to the CR on 36.300. The reuse of this mechanism for single cell transmission was left for further study since many of the principal requirements are not necessarily needed for the unsynchronized single cell transmission mode. The agreements in the joint RAN2/RAN3/SA2 meeting in St.Louis implies that the EPC would not need to be involved in the MBMS service provisioning in E-UTRAN and hence this paper discusses the scenario of using same distribution mechanisms for single cell and multi cell transmission and proposes a text for single cell transmission to be added to 36.300. 

2. Discussion
2.1 MBMS Architecture for Single Cell Provisioning

The MBMS architecture introduces IP multicast transport between MBMS GW and eNB, allowing for an efficient transport of data where the source only needs to provide one data stream per service and very efficient scalability [1]. The characteristics of IP multicast imply that the receiver(s) of data are not known to the source and it is an efficient means of distributing a service when the receiver density of that particular service is fairly high. As shown by Liaison from RAN1 [2] it is however beneficial to support point to point transmission in areas of low receiver density, e.g. rural or non-urban areas. Since no decision is taken in RAN2, yet, as to which transmission modes should be supported in single cell (PTM, PTM with feedback and/or PTP) we hereafter refer to only single cell transmissions. 

From an architectural perspective there are two different alternatives of supporting the MBMS services in these areas of single cell transmission, either using the unicast architecture of LTE providing the service via SAE GW to the eNB or the MBMS architecture providing the service via MBMS-GW to eNB

The alternative using unicast architecture has the advantage that mechanisms for unicast might be reused, e.g. mobility between single cells could probably be based on mechanisms available for unicast. On the other hand this alternative also has some substantial drawbacks; the EPC needs to be involved the service is provisioning in E-UTRAN and subsequently also additional signaling need to be introduced. The MBMS service also needs to be provided by multiple data flows from the EPC, one for each UE in single cell mode and this would have substantial impact on scalability. We should also note that although mobility between single cells probably could be supported by mechanisms available for unicast, service continuity when moving from MBSFN to single cell would require an establishment and change of user plane architecture.
The second alternative of providing the MBMS service to eNB(s) and end user(s) would be reusing the IP multicast distribution tree already established for a MBSFN services. This would allow for a more efficient transport of the services from EPC to eNBs which also would have attractive scalability advantages. This solution would also enable the EPC to be unaware of how the MBMS service is provisioned in E-UTRAN since the eNBs could join the IP-multicast as the service is requested, either by MCE (configuring a MBSFN) or the UEs (requesting a service not available via MBSFN). This would also be aligned with the agreements in joint RAN2/RAN3/SA2 meeting in St.Louis. Mobility of MBMS services could by default be handled through UE cell-reselection mechanisms but it is an open question whether this mechanism is sufficiently fast to ensure end user performance. This is further discussed in [3]
For single cell transmission the decision whether or not to use the added content synchronization mechanisms could be up to eNB, based on input from UE or MCE. In the case an eNB transmit a service in single cell only it should not be required to comply with the stringent timing requirements indicated by SYNC protocol.   

It is proposed to use the MBMS architecture for provisioning both MBSFN and Single Cell services.

Based on this proposal it is also proposed to update the CR text on content synchronization in 36.300 to be aligned with this agreement.

3. Conclusion
In this contribution we have discussed different architectural aspects of MBMS single cell transmission and propose that a single MBMS architecture can be used to provide MBMS service to area of MBSFN and well as areas of single cell transmission. 

It is proposed to modify the “big CR” on 36.300 to align with this proposal, see text proposal below.
4. Proposal

Text proposal for CR 36.300
15.2 MBMS content transmission
The overall U-plane architecture of content synchronization is shown in Figure A. This architecture is based on the functional allocation for Unicast and the SYNC protocol layer is defined additionally on transport network layer to support content synchronization mechanism.
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· Figure A: The overall u-plane architecture of the MBMS content synchronization

The SYNC protocol is defined as a protocol to carry additional information that enable eNodeBs to identify transmission radio frame timing and detect packet loss. The SYNC protocol is applicable in DL and may be specified as a part of GTP-U, or as an independent protocol.
If PDCP (Header Compression) is used it is located in the E-MBMS GW.
Complying with the content synchronization mechanism is required for an eNB distributing a MBMS service for Multi-Cell transmission.  An eNB transmitting a service in single cell only should not be required to comply with the stringent timing requirements indicated by SYNC protocol.    

15.x MBMS content synchronization for Multi-Cell transmission
The content synchronization is provided by the following principle.

1.
All eNodeBs in a given Multi-cell MBMS Synchronization Area have a synchronised radio frame timing such that the radio frames are transmitted at the same time. 
2.
All eNodeBs have the same configuration of RLC/MAC/PHY for each MBMS service. These are indicated in advance by the MCE.
3.
An E-MBMS GW sends/broadcasts MBMS packet with the SYNC protocol to each eNB transmitting the service. 
4.
The SYNC protocol provides additional information so that the eNodeBs identify the transmission radio frame(s). The E-MBMS GW does not need accurate knowledge of radio resource allocation in terms of exact time division (e.g. exact start time of the radio frame transmission).  
5.
eNodeB buffers MBMS packet and waits for the transmission timing indicated in the SYNC protocol. 

6.
The segmentation/concatenation is needed for MBMS packets and should be totally up to the RLC/MAC layer in eNodeB.
7. The SYNC protocol provides means to detect packet loss(es) and supports a recovery mechanism robust against loss of consecutive PDU packets (MBMS Packets with SYNC Header). 

8.  (FFS) For the packet loss case the transmission of radio blocks potentially impacted by the lost packet should be muted or padded.

9. (FFS) The mechanism supports indication or detection of MBMS data burst termination (e.g. to identify and alternately use available spare resources related to pauses in the MBMS PDU data flow)
15.y MBMS for Single Cell transmission
In the scenario of an eNB transmitting a service in single cell mode only it is not required to comply with the stringent timing requirements indicated by SYNC protocol. Hence the following principles still apply for the single transmission.

1. 
An E-MBMS GW sends/broadcasts MBMS packet with the SYNC protocol to each eNB transmitting the service.
2.
The SYNC protocol provides additional information so that the eNodeBs identify the transmission radio frame(s). The E-MBMS GW does not need accurate knowledge of radio resource allocation in terms of exact time division (e.g. exact start time of the radio frame transmission).  
3. 
The segmentation/concatenation is needed for MBMS packets and should be totally up to the RLC/MAC layer in eNodeB, without taking into account any indication in the SYNC protocol.
Note: The usage of SYNC protocol for single cell localized services is for further study.  
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SYNC: Protocol to synchronise data used to generate a certain radio frame
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