
1

3GPP TSG-RAN WG3 #56






R3-070962
7-11 May 2007





Kobe, Japan
Agenda item:
13.2.2.14
Source: 
QUALCOMM Europe
Title: 
Principles for resource allocation among SFN areas
Document for:
Discussion, Decision
1. Introduction

This document attempts to establish some basic principles regarding the interactions of multiple MCEs in situations where two areas of SFN E-MBMS transmission overlap or abut one another.

2. Discussion

2.1. Scope of MCEs

The geographic scope of a single MCE probably does not need to be specified.  However, in realistic deployment scenarios it seems likely that there will be use cases for different MCEs communicating with the same eNode Bs.  Consider a large (e.g. national scale) MBMS multi-cell synchronisation area, with some services having (potential) coverage of the entire synchronisation area and others confined to smaller geographic areas; this arrangement is plausible if, for instance, the same deployment carries both mobile-TV-like content that is valid nationally and local weather reports.  In this case it would be possible for a single MCE to manage radio resources for the entire synchronisation area, but it is probably more realistic to have smaller-scale MCEs managing the local transmissions, using radio resources not already reserved by the large-scale “master” MCE (Figure 1).
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Figure 1: MCEs with overlapping scopes
Evidently, this model assumes the “distributed hierarchical” architecture described in [1].  The scenario of Figure 1 appears to be very close to the nominal situation for which this architecture is intended, and supporting it introduces no particular complexity.  However, it has some implications for the coördination of resource allocation, which will be investigated in the next section.
2.2. Resource coördination between MCEs

The hierarchical situation described in Section 2.1 still requires some coördination between MCEs; the transmission with the largest service area needs to have access to identical radio resources everywhere, which means that the MCE governing that transmission must have priority over the smaller-scale MCEs in reserving resources.  As long as services are strictly hierarchically nested (as they are in the example of Figure 1) there is no difficulty; when the service areas are configured, the MCEs need to be configured to select “their” resources in descending order of scope.  The guiding principle here is that each MCE can act independently within a set of radio resources, with the set being determined by which resources have already been reserved for other services.

Conceivably, there could be several layers of nesting, with the “master” rôle descending through the hierarchy gradually, so that each involved MCE reserves blocks from a set of available resources, then releases the other blocks to its “children”, who then do the same thing.  However, this level of complexity seems unlikely in a normal deployment, especially if the MCE is considered as a higher network node.  If the MCE can be hosted in the eNode B, the “natural” scope of a single MCE would seem to be smaller, making deeply nested hierarchies more plausible.
Even this fairly simple procedure requires a small amount of interaction between MCEs; the master MCE needs to notify its “children” of its resource selection.  Using the allocations in Figure 1 as an example, the orange MCE (managing a service that covers the entire multi-cell synchronisation area) will first “claim” enough resources for its transmission—in this case, blocks 0 and 1 from a 4-block pool—then announce its claim to the other MCEs, who can then make their own claims on resources from the remaining blocks (in the figure, both of them happen to select block 3, but there is no incompatibility since the service areas do not overlap).  A simple messaging flow for this process is shown in Figure 2.
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Figure 2: Sample messaging flow for resource coördination
At the moment of the “release dependencies” event, MCEs 2 and 3 are effectively released from their “slave” roles under MCE 1.  The newly liberated MCEs would now be able to allocate resources within the pools available to them (and also, as noted above, to act as “master” MCEs themselves if there were a deeper hierarchy than is shown in the figure).
This is obviously not the only possible coördination procedure, but it is a simple example that seems to capture the necessary functions.

2.3. Overlapping SFN areas

If two transmissions have overlapping (maximum) SFN areas, the coördination procedure inevitably becomes complex.  Attempting to describe the situation in terms of static dependencies like those in Figure 2 fails, because the overlap introduces a dependency loop.  It is not absolutely clear that such situations need to be supported as a high priority, but one can imagine situations where local content from two cities would be of interest in a region between them (as, e.g., Orange County in California frequently receives local news from both Los Angeles and San Diego).  Moreover, as we will see below, SFN areas that are merely adjacent can pose a similar resource-allocation problem in the SFN guard area; because of these considerations, it seems worthwhile to support resource coördination in overlapping areas.

The problematic case is shown in Figure 3.  The difficulty is of course in cell 4, where MCEs 1 and 2 need to select separate resources.  (Note that the problem is not automatically resolved even if we assume that there is a larger MCE acting as a master to both MCEs 1 and 2, unless that MCE explicitly assigns radio resources to its slaves rather than simply releasing a pool of resources to them.  In any case there may be no MCE in a natural position to act as a common master, and the scenario still needs to be managed.)
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Figure 3: MCEs with overlapping coverage
In this case the situation must be resolved by communication between the two involved MCEs.  If the principle in [1] that there is no communication between slave MCEs is to be respected, it follows that the two MCEs must both be in the “master” roles.  This forces cell 4 to be in some sense controlled by two masters, which seems to be a change from the behaviour described in [1] (which always considers one master, although the scope of the master is not made explicit).

This situation might be described in terms of MCEs 1 and 2 making arrangements to function as a single “compound master”, or as a relaxation of the “one master” requirement.  For this discussion we stipulate that some model of the situation allowing MCEs 1 and 2 to negotiate can be accepted, and turn our attention to how the negotiation might take place in general terms.
The easiest approach is for the involved MCEs to begin by establishing an order of priority.  This could be done arbitrarily—e.g., based on a simple criterion such as “lower ID goes first”, or on having each MCE choose a random number and compare them.  (Note that the two MCEs should not really be in competition for limited resources, so there is no incentive for one of them to cheat.)

This description may suggest that one MCE could simply be chosen as the master for the entire transaction.  However, it is not in general sufficient to have one MCE dictate to the other; if MCE 1 takes priority and reserves certain radio resources, it may leave MCE 2 overconstrained (e.g. due to resources reserved by some third service that overlaps MCE 2’s area elsewhere).  Thus MCE 2 needs some ability to “counter-bid”.

This description suggests a (very!) primitive token-ring-like behaviour, in which the involved MCEs take turns offering resource claims until they converge on a mutually agreeable arrangement.  In such a view the logical token might be considered as carrying with it the “master” identity, so that the “master” role switches back and forth between the MCEs during the “discussion”.
As a rough example, a messaging flow that could negotiate this situation is shown in Figure 4.
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Figure 4: Bidding for resources
Note that the “reject” message needs to indicate which resource blocks are the cause of the problem, so that MCE 1 knows which parts of its initial claim to change.

In any remotely normal situation, this process should be able to converge quickly.  If it does not do so within a relatively few iterations—which would represent an unrealistically complex situation—the MCEs might need to “give up” on the problematic cells and drop them from one service or the other.  Alternatively, in a situation with reasonably static service areas, it might be possible for the operator to break a deadlock manually, e.g., with a fixed allocation of resources.  However, such complex situations seem more theoretical than actual.
2.4. Overlapping SFN guard areas

The same resource-allocation problem described in Section 2.3 can occur when the SFN areas of two services do not overlap, but are only adjacent.  In this case, however, the conflict is not in the SFN areas but in the associated SFN guard areas.
When two SFN areas are adjacent (a not implausible situation in cases such as local broadcasts in two nearby cities), the SFN guard areas at their borders are intended to prevent boundary interference, either between the two services or from unicast uses of the same radio resources on cells at the boundary, by guaranteeing that the involved resources will never be used for a “competing” purpose that would generate interference.  The description of the SFN guard area in [1] seems to suggest that in such a case the radio resources corresponding to those used by the services would simply be switched off in the SFN guard area, but idling these resources is obviously wasteful.  Realistically, the intent of the guard-area concept seems to be to allow these resources to be used, but for only one purpose: reïnforcement of the transmission at the boundary of the service area, as shown in Figure 5.
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Figure 5: Reïnforcing transmission in SFN guard area

If there is only one service involved, this idea is not particularly revolutionary—the radio resources in question would be idled anyway, so there is no real cost to the system in using them to reïnforce the service.  The benefits to a UE on the edge of the SFN area are tremendous; if the cells are reasonably large (where the definition of “reasonably” depends on propagation assumptions), it essentially sees the same signal as a UE in the interior of the SFN area.  The benefits in SNR can exceed 15 dB in some situations, with correspondingly large gains in data rate since the network can use a more ambitious MCS.  (Large cells, which might be expected at the edge of an SFN area, are very beneficial in this respect, because the sources of interference are more distant.)
However, this sort of compatible scheduling could not be done in some situations—e.g., if the “Rest of world” area in Figure 5 were the SFN area of another service using the same resources.  To avoid such conflicts, it is desirable for MCEs controlling services in adjacent SFN areas to be able to perform the same kind of negotiation described in Section 2.3.  (Obviously, if the two services are under the control of a single MCE, it can avoid such conflicts easily.)

When the services can be scheduled compatibly, the effect is that both SFN areas have no boundary cells in an RF sense (recalling that UEs in the SFN guard area are not intended to be covered by either service)—even at the edge of the SFN area, coverage is supported by synchronised transmissions from all directions, and the UE’s reception should be close to the same quality as in the interior cells.  (In a broadcast service, what this means is that the system can use more aggressive modulation and coding parameters for a higher data rate, while still maintaining good limiting coverage at the edge of the SFN area.)
An example of this sort of compatible scheduling in the SFN guard area is shown in Figure 6.
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Figure 6: Compatible scheduling in the SFN guard area
There is a real cost in resource usage in the SFN guard area in this case; if the transmission from area 2 were scheduled in the same resources (blocks 1 and 2) as that in area 1, and the common resources were muted in the SFN guard area rather than taking part in the transmissions, block 4 would be available for other uses in the guard area.  However, this cost should be mitigated (perhaps entirely) by the fact that both services can be transmitted using fewer radio resources due to higher data rates.

To support this negotiation, we suggest that MCEs controlling transmissions in adjacent areas should be able to use a process like the one discussed above to negotiate compatible scheduling in the SFN guard area.  (If the transmissions’ service areas and resource demands are sufficiently static, of course, the operator could configure such arrangements manually and avoid the need to use a negotiation protocol.)

2.5. Addendum

In drafting this document, we discovered the following text from [1]:

It is FFS whether the RRM architecture for eMBMS includes the following functions:

· Restricting the use of radio resources allocated for SFN operation by eNBs surrounding the SFN area

This seems to be incompatible with the “SFN guard area” concept, and we suggest that this point is no longer FFS.
3. Conclusion

We propose that RAN3 should:
· allow MCEs to negotiate compatible radio resource management in overlapping SFN areas;

· clarify that the “master” role can shift among different MCEs to support such a negotiation;

· capture the possibility of using the same procedure in the SFN guard area; and

· remove the FFS on the point noted in Section 2.5.

A text proposal to this effect is attached.
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6.12.7 RRM for eMBMS

6.12.7.1 Introduction

6.12.7.2 RRM control plane architecture for eMBMS
The eMBMS architecture includes one or more functional entities that handle the coordination of multi-cell MBMS transmissions using SFN operation.

Multi-cell transmission using SFN operation facilitates combining at the physical layer of the radio interface of information received received from different cells. It applies both for the MBMS user data/ content and for the associated control information. Further details on SFN operation are provided in [Ref to 25.813].

A functional entity Multi-cell/multicast Coordination Entity (MCE) is defined. The MCE functions shall include:

· Allocation of the radio resources used by all eNBs in the SFN area for multi-cell MBMS transmissions using SFN operation. Besides allocation of the time/ frequency radio resources, this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme
It is FFS whether the MCE functionality is allocated to the eNB or to a node above the eNB (i.e. the UPE/MME, the BM-SC, the OMC or a node dedicated to this functionality).

Note 1
For the case the MCE functionality is allocated to the eNB, further study is required regarding the selection of the eNB providing the MCE functionality

The MCE indicates the radio resources to be used for multi-cell MBMS transmission in SFN operation; there is no negotiation with the eNB (i.e. the eNBs is subordinated). 

Either a centralised or a distributed hierarchical RRM architecture is used for eMBMS. The centralised architecture can be characterised as follows:

· There is no interaction between MCEs;

· There is only one MCE associated with an eNB;

· This applies when there is only one MCE controlling all multi-cell MBMS transmissions in a geographical area (including restriction of the resource usage in surrounding areas)

The distributed hierarchical architecture can be characterised as follows:

· There is one ‘master’ MCE and multiple ‘slave’ MCEs (in a particular geographic region);

· There is no interaction between ‘slave’ MCEs;
· There may be interaction between different ‘master’ MCEs to prevent RRM conflicts;
· There are multiple ‘slave’ MCEs associated with an eNB;

· This applies when there are multiple MCEs controlling the multi-cell MBMS transmissions in a geographical area. In this case, each ‘slave’ MCE allocates a different set of radio (time/ frequency) resources that is statically configured by the ‘master’ MCE

Note 2
If dynamic control of the SFN area is agreed, it will be restricted to the area covered by a ‘slave’ MCE (i.e. moving across the boundary of a ‘slave’ MCE would require dynamic interaction between MCEs)
Note 3
The “master” and “slave” roles may be taken by the same MCE in relation to different parts of the hierarchy; i.e., once a set of radio resources is “released” to a slave MCE by the master MCE, the slave may take on the “master” role with respect to other MCEs contained within its service area.
It is FFS whether the RRM architecture for eMBMS includes the following functions:

· 
· Means to support synchronised distribution of eMBMS user data i.e. content synchronisation

· (Means to support) synchronised distribution of the associated eMBMS control information

· Selection of transfer mode i.e. whether single cell or multi-cell transmission is used

· Dynamic control of the SFN area i.e. which eNBs are actually transmitting an eMBMS service

· Prioritisation of eMBMS services based on received QoS parameters e.g. based on an ‘ARP’-alike value received from the BM-SC

Furthermore, it is FFS whether the above functions are provided by the MCE or by other entities.
[...]
6.19
MBMS in LTE

[...]
6.19.2.6 Possible SFN Deployments
6.19.2.6.1
Disjoint SFN Areas
In the simplest case, SFN areas are disjoint; each eNode B carries at most one service.  This situation imposes no special requirements beyond the basic SFN synchronisation described above.


[image: image7]
A deployment of this nature would typically be best served by a hierarchical architecture, with each service managed entirely by a single MCE.
6.19.2.6.2
Hierarchical SFN Areas

If two or more SFN areas are strictly hierarchically nested as shown below, the need arises to schedule radio resources compatibly between the services.
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In the example shown, the two services need to be scheduled on separate radio resources.  If the two are not controlled by a single MCE, the larger one needs to act as the master in a hierarchical distributed architecture, first allocating the resources it needs for its service, then informing the other “slave” MCE which resources are available.

In the case of a more deeply nested hierarchy, the “master/slave” relationship could need to be repeated several times, with each MCE claiming its own resources first from the available pool, then making the remaining resources available to its “children”, which in turn act as masters to their own “children”.
6.19.2.6.3
Overlapping SFN Areas

Where adjacent SFN areas overlap, there is again a need to coordinate radio resource scheduling in the two areas.  In the example shown below, the two services need to be scheduled on separate radio resources so that no conflict arises in the overlapping area.
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If the two areas are managed by different MCEs, this coordination is accomplished through a protocol allowing the two MCEs to agree on compatible sets of resources, e.g., by having each MCE “claim” resources in turn, effectively passing the “master” role back and forth between the MCEs.  The details of such a protocol are FFS.

The same methodology can be applied in the SFN guard area between two adjacent SFN areas, as shown below.
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These cases require the use of the distributed architecture (except in cases where all the involved services are under the control of a single MCE).































































































































































































































































SFN Guard Area





SFN Area





Multi-cell MBMS Synchronization Area





Multi-cell MBMS Synchronization Area





SFN Area





SFN Guard Area





Multi-cell MBMS Synchronization Area





SFN Area





SFN Guard Area





Multi-cell MBMS Synchronization Area





SFN Area





SFN Guard Area








