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1.  Introduction

This paper provides comments to paper R3-070118 from Ericsson (referred to in short as the “Ericsson paper”, or [4])
The Ericsson paper provides some general definition and principles for handling QoS (and mobility) in SAE, and proposes three conclusions (A, B and C).
2.1. Definitions
2.1. Definition of “bearer”
The bearer definition presented by the Ericsson paper appears to be in agreement with the SAE bearer definition used in R3-070118  from Alcatel-Lucent et al [1].
In fact, in the Ericsson paper, it is explained that a bearer is essentially a “flow” identified at high level by the following elements: 
· source address
· destination address
· source packet filter 
· destination packet filter
· QoS level identifier (e.g., QCI/Label)
· optional: other ‘per bearer QoS info’

This is agreement with the definition proposed by Alcatel-Lucent et al in [1]: “The SAE bearer is defined by its IP filters (TFT) and by the associated QoS info (label, bitrate, ARP)”

In the rest of the paper, we will use the term “bearer”, or “flow” in line with this concept
2.2. Definition of “indirect packet marking”
The Ericsson paper proposes the following definitions/examples

· direct packet marking 
· a DSCP is carried in a packet header
· the DSCP/packet marking is itself associated directly with a pre-configured packet forwarding treatment (e.g., a scheduling policy)
· as a result

· the DSCP *is* directly the packet marking

· packet marking happens “in band”
· indirect packet marking
· a bearer identifier (or “flow identifier”) is carried in a packet header
· the bearer/flow identifier is associated to a “QoS marker” (e.g. a “label” established “in advance”
· the “QoS marker” is associated with a with a pre-configured packet treatment 

· as a result

· the flow identifier *points* indirectly to the packet marking

· packet marking happens “out of band”

The Ericsson paper further explains that the 3GPP-Packet architecture has traditionally made use of the defined “indirect packet marking”. This tradition is also present in SAE, through the concepts of “QCI”, “label”, and so on.
The authors of the present paper acknowledge the above.

Also, we find it worth to clarify that also the architecture illustrated in [1] by Alcatel-Lucent et al is based on the same principle of “indirect packet marking”, i.e.
· bearers are identified by flow identifiers

· flow identifiers are associated to a certain QoS treatment via some “out of band” association which uses a “QoS marker” (e.g. label/QCI)
Having clarified that, we will not mention “direct/indirect” packet marking in the remainder of the paper.

3. No need to couple “mobility” and “QoS” (and their ID’s)
3.1. Drawbacks of coupling “mobility” and “QoS”
The Ericsson paper clarifies that "An example of indirect packet marking is a tunnel end-point identifier carried in a packet header”
In other words, in this specific example the “bearer identifier” (which we can also call “flow identifier”) is the “tunnel end-point identifier carried in a packet header”

As indicated by the quote itself, this is an “example”. 
It must be noted that a bearer/flow does not necessarily need to be identified by a specific "tunnel end-point identifier carried in the packet header". 

In fact, a “tunnel end-point identifier” is a “mobility identifier”, and there is no reason to use a “mobility identifier” also as a “QoS/flow identifier”. 

To the contrary, using the “tunnel end-point” both as mobility and QoS identifier, as proposed by the Ericsson paper, creates an unnecessary coupling of mobility and QoS. 
We note that this coupling seems to be an underlying principle behind a number of statement in the Ericsson paper.
This coupling creates an artificial mobility/QoS tradeoff, which becomes a liability of the system: the higher the granularity I want for my QoS, the more cumbersome my mobility will become.
Obviously, one could notice how this coupling exists to some extent also in GERAN and UTRAN systems. However, in those systems, such coupling was 

1) initially justified by the existence of a mixture of traffic (e.g. X.20 in addition to IP)

2) limited to mobility between “macro-areas”, e.g. at the RNC level, and therefore not affecting micro-mobility between base stations, which is naturally the most important case

In LTE/SAE, reason 1) does not apply. 
Further, it appears that, following the proposal in the Ericsson paper, this tradeoff would even worsen, since mobility between base stations becomes the limiting factor for QoS granularity 

As a result there would be as many mobility tunnels to eNodeB’s as levels of QoS granularity. 

If this takes place, a set of scalability and performance issues is created, related to the establishment, movement, error management and tear down of those multiple tunnels per UE-PDN connection.

This is likely to increase the cost of the system nodes.

In an extreme case, it could be seen that the SAEGW capacity (and possibly the price tag) would become proportional to the amount of S1u mobility tunnels they are capable of handling. 

3.2. Advantages of decoupling “mobility” and “QoS”
An alternative, which avoids such an unnecessary level of complexity, is to
· treat mobility as simply as possible with a single mobility tunnel per UE-PDN connection 
· allow the needed QoS granularity by identifying the flows/bearers with flow identifiers (which are not mobility-related). 
In this case, i.e. when mobility and QoS are treated separately, each in its own optimal way, a more natural definition for the SAEGW capacity becomes one based on the amount of traversing data it is capable of handling.

The first of the two points is elaborated in [2] from IPWireless at al.

As for the second point. it can be noted that this aspect (“identify flows/bearers with identifiers that do not relate to mobility”) is valid and holds irrespective of how this identifiers look like (as long as they are not mobility identifiers)

An example (of course not the only example) is to identify the flows with the IP header of the packets themselves, as proposed in [1] from Alcatel-Lucent et al. 
4. “IP awareness” 
4.1. IP awareness of the “flow identifiers”
The Ericsson paper also contains a discussion of “IP-awareness”, i.e. what does it mean that the aforementioned “flow identifiers” are “IP-aware” or not?
In the Ericsson paper, the following is stated: "Packet classification is referred to as being “IP aware” if it takes into account information from multiple fields from a packet’s IP header. A function that classifies packets only based on a packet marking, i.e., only based on a single packet header field, is referred to as being “IP unaware”. 

The definition proposed by the Ericsson paper can therefore be summarized as follows

· classification performed based on 1 field ( IP unaware

· classification performed based on >1 field ( IP aware

In order to discuss this point, the following figure illustrates a simplified IP header coming into the eNodeB for downlink traffic. 

[image: image1]
Figure 1. Downlink IP header

The total datagram header consists of 

1. the outer IP header (i.e. the TNL IP header)

2. the tunnel header (e.g. a GTP header including the TEID)

3. the inner IP header

Each IP header contains:

· a 5-tuple: 

· destination IP address (32 bits or 128bits)

· source IP address (32 bits or 128 bits)

· destination port number (16 bits)

· source port number (16 bits)

· protocol ID (8 bits)

· the DSCP marking (6 bits)

4.2. Level of “IP-awareness” and packet processing
As discussed above, based on the definition provided by the Ericsson paper, the IP-awareness of the packet classification is therefore determined by the number of fields the classification is based upon.

However, from the implementation point of view, what happens in practice is that: 
· there is some set of bits in the header that have to be read

· based on those bits, the packet is classified (e.g. mapped to the correct radio bearer)
If there is an artificial coupling of mobility and QoS, as proposed by the Ericsson paper, each flow of packets to be treated in the same way becomes also a mobility tunnel. 

This means that bits from field t1 have to be read, i.e. the eNodeB has to read 32 bits of information from the header in case of GTP-U.
If, as proposed and illustrated in [1] and [2], PDCP is in the eNodeB and mobility & QoS are treated separately – each in its own optimal way – then there is a single mobility tunnel per UE-PDN connection (“d-addr” in Figure 1).

This means that bits from fields [t1, i2, i3, i4, i5] have to be read, i.e. the eNodeB has to read 104 bits for IPv4 and 200 bits for IPv6. 
It needs to be clarified and understood that no further understanding of any particular semantic is required for these bits in either case. 
Bits are simply bits and they are not "aware" of whether they belong to a bearer ID or to an IP address. There is no specific "IP awareness" that is required beyond reading some field as described above.
In conclusion, based on the definitions of the Ericsson paper, the only difference between “IP-aware” and “IP-unaware” is whether the classification is based on reading 32 bits or 104 (or 200) bits. 
	Number of bits

that need to be read
by the packet classification function
	Level of

“IP-awareness” 
of the eNodeB
(based on the definitions of the Ericsson paper)

	32
	“IP-unaware”

	104 (IPv4)
200 (IPv6)
	“IP-aware”


Table 1. Difference between “IP-aware” and “IP-unaware” following the definition in the Ericsson paper
The Ericsson paper follows by stating: "An “IP aware” packet classification function in a network internal node such as the eNB would inevitably increase the processing requirements on that node. This would increase the costs of an eNB since the user plane packet processing capabilities must be dimensioned for the cell peak rate"
The authors of the present document find it hard to believe that there would be any meaningful impact to the cost of the eNodeB depending on whether the internal packet classification is based on reading 32 bits or on reading 104 bits. 

(Additionally, it is worth noting that this corresponds to a very small fraction of the complexity involved in other radio-related operations of the eNodeB, e.g. modulation/demodulation, channel coding/decoding, and so on)
5. Admission Controlled Bearers

In the Ericsson paper it is said: "Admission controlled bearers require a bearer signaling procedure (e.g., RANAP or GTP-c) to reserve resources before traffic on a bearer can be accepted into the network. Additional bearer signaling procedures are required to modify and to release the bearer."
The authors of the present paper obviously agree with this statement.  
In fact, in paper [1], from Alcatel-Lucent et al., the intention is that the admission control is based on those very same bearer parameters as listed in the section 2.1. of the Ericsson paper, and reported in Section 2.1.1 of the present paper. 
A specific proposal for a related admission control signaling flow is for example presented in contribution S2-070724 from IPWireless et al. [3]
For this reason, the authors of this paper find Section 2.3 of the Ericsson paper agreeable. Consequently, the authors of this paper do support proposed conclusion A from the aforementioned Ericsson paper (“It is therefore proposed that SA2 concludes that SAE/LTE continues to support admission controlled bearers”)
6 Conclusion
Based on the above analysis the following is concluded:
· A number of statements in the Ericsson paper are based on the unwritten assumption that mobility and QoS should be coupled. Starting from that assumption, the Ericsson paper explains how that coupling can take place via the usage of the “mobility tunnel identifiers” also as a “QoS/flow/bearer identifier”. However, no explanation is given on why such an artificial coupling is the right technical choice for the SAE system
· To the contrary, the authors of the present contribution feel that a coupling of mobility and QoS creates an unnecessary level of complexity to the overall system, due to the  establishment, movement, error management and tear down of many tunnels per one single UE-PDN connection (as many as the desired levels of QoS). This is likely to directly result in a higher cost for the system itself
· The authors of the present contribution believe instead that mobility and QoS should be optimized each in its own way, i.e. as few mobility tunnels as possibly to the eNodeB, and flexible QoS granularity as needed.
· A main concern presented by the Ericsson paper appears to be related to the alleged “IP-awareness” of the “flow identifiers”, and to the related length of the packet classifier within the eNodeB. The concept of “IP-awareness” appears to be directly and solely related to the number of bits the packet classification function is based upon
· The authors of the present contribution feel that no meaningful impact to the cost of the eNodeB comes from whether the length of the flow identifiers is 32, 104 or 200 bits.
Additionally:

· The definition of “bearer” proposed by the Ericsson paper is agreeable and in line with the definition proposed in [1] by Alcatel-Lucent et al

· The principle of basing the 3GPP-Packet architecture on “indirect packet marking”, as defined by the Ericsson paper is agreeable and in line with what is proposed in [1] by Alcatel-Lucent et al

· Conclusion A from the Ericsson paper (“It is therefore proposed that SA2 concludes that SAE/LTE continues to support admission controlled bearers”) can be found generally agreeable and not in contradiction with other considerations in this paper
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