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1
Introduction

1.1
LS from SA2 on “Triggers in evolved RAN for changing CN entities”

RAN3 received an LS from SA2 on “Triggers in evolved RAN for changing CN entities” in order to further develop the respective concepts.

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.

UPE Pool Area: A UPE Pool Area is defined as an area within which a UE may be served without need to change the serving UPE. A UPE Pool Area is served by one or more UPEs ("pool of UPEs") in parallel. UPE Pool Areas are a collection of complete Tracking Areas. UPE Pool Areas may overlap each other.

SA2 didn’t reach any agreement on the relations between MME and UPE, e.g. whether UPE pools should be completely contained in MME pools, or whether MME polls are larger or smaller than UPE pools.

Further there where discussions on RAN specific triggers which change MME and/or UPE. SA2 listed obvious trigger conditions, like missing X2 connectivity which cause interactions with CN nodes, which might not be the cause for overlapping pools, as X2 would be always required. Another example would be missing S1 connectivity, which would require specific configuration info in RAN..

This paper tries to continue the discussions as requested by SA2.

1.2
Uncertainties due to ongoing discussions

1.2.1
Discussions on SAE Architecture

Although there are ongoing discussions, it is assumed that these do not interfere directly with the pool area concept discussions. It is assumed, that there will be a MME and a User Plane Handling node which might need to be changed due to UE mobility. 

I.e., even if the UPE as such vanishes, it is assumed that there will remain a node in the core network which serves – from a RAN perspective – at least as an anchor for inter-eNodeB mobility and which can be therefore changed. 

Details on the actual final functional split should not affect the considerations within this paper.

1.2.2
Uncertainty about functional split between MME and UPE

Further, there is still a debate ongoing about the actual functional allocation between MME and UPE. This might have an impact on details of the trigger discussion, but does not touch principles of the discussion. The only impact might be the question in which way the access network is about to trigger the EPC, i.e. via the RAN-MME interface or the RAN-UPE interface.

1.2.3
Uncertainty about the actually chosen Tracking Area Concept.

As pool areas are defined to consist of complete Tracking Areas, there should be no relation between TA concepts and pool area discussions in this paper as well, Tracking Area concepts affect the mobility handling within a pool area, mobility handling on pool area borders which may cause inter-pool-node changes should be equal for all TA concepts.

2
Triggers for node changes

2.1
Triggers for IDLE UEs

In general, regardless of the finally agreed Tracking Area concept, the trigger for node changes for IDLE UEs will come from the UEs themselves, hence from the RAN.

The pool-area definitions foresee that pools consist of complete TAs, consequently MME or UPE changes should be necessary only on TA borders, i.e. for IDLE UEs when they detect the need for a TA Update and contact the network.

The basic scheme should be as follows:

1.
The core network needs to check whether a UE context is available in the MME contacted first by the UE (via RAN) to handle TA Update. If this is not the case, it has to fetch the UE context from the MME which holds the UE context – obeying routing information as given by the UE (old TA + old S-TMSI (containing node info)).

2.
The serving MME verifies the UE’s identity and replies accordingly, allocating a new S-TMSI.

3.
Subsequently, the serving MME will have to check whether the location information given from the eNodeB necessitates the change of the UPE as well.

So, from the IDLE mobility perspective alone, there has been no issue identified which would suggest to introduce any restriction for the MME-UPE pool relation. IDLE triggers allow an arbitrary relation between MME and UPE pools, if the network configuration follows strictly the basic pool-area definitions.

2.2
Triggers for ACTIVE UEs

Basic principle: Inter-pool core node changes should be triggered by UE mobility only, hence the respective trigger should come from the RAN as well. It is then up to the core network to initiate the respective node change.

For intra-LTE ACTIVE mobility, the RAN will contact the core network for the following reasons:

a.
lack of X2 between source and target eNodeB

b.
lack of S1 connectivity at target eNodeB

c.
configuration data at source eNodeB forces the a HO trigger via S1 on the source side

For inter-RAT ACTIVE mobility, the RAN will always contact the core network

The MME/UPE Pool Area definitions imply that an inter-pool node change is mandatory once the UE is about to move to cells outside the service area of the respective MME/UPE (node) pool.

If MME and UPE inter-pool change is allowed to take place independently, i.e. if the only interrelation between MME and UPE pool area configurations is the fact, that they have to consist of complete Tracking Areas, three kinds of node changes are possible: UPE only change, MME only change and combined MME&UPE change.

It should be up to non-TSG RAN decisions whether e.g. UPE only changes make sense from a core network deployment point of view. The impact for all three change scenarios is the same: Although there might be S1/X2 TNL connectivity available on the target side that would allow the source MME(UPE) to serve (target) eNodeBs outside the respective pool service area, the (source) eNodeBs have to be configured in a way that they contact the core network instead of the target eNodeB directly in order to enable pool inter-pool node changes. It should be avoided to configure borders between pool areas (or overlapping and not-overlapping regions of pool areas) in regions of high mobility as this would cause high signalling load. 

The basic scheme looks as follows:
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As a kind of proof of the concept (PofC) we could have a look at alternative solutions: 

Alternative 1:

We could allow “extended logical S1 connectivity”, i.e. the inter eNodeB HO procedure might be allowed via X2 (if available) and the target eNodeB might be allowed to be connected to the old (source) EPC-node-pool via S1, although eNodeB is located clearly outside the service area of the old pool. This would imply that the old EPC-node-pool would need to have knowledge of eNodeBs belonging to a certain Tracking Area in order to be able to inform the target eNodeB about certain roaming restrictions etc., which would equal to an extension of the pool area, which is anyhow envisaged by the allowance of overlapping pool areas.

Further, it is assumed that this kind of concept would imply the need for a core network triggered inter-pool node change, which needs to be performed at some point in time, which requires additional protocol functions on the affected interfaces, handling of interaction with inter-eNodeB mobility, etc. 

This alternative should not be further considered.

Alternative 2:

Keeping the control in the old (source) EPC-pool-node like in the 2/3G cs domain for inter-MSC Handover or the drift-RNC concept in 3G, which implies the definition of distributed node-responsibilities, respective protocols etc. This doesn’t really look like a simplified model (compared to 2/3G, which was agreed to be one of the main aim of LTE/SAE system design) and should be therefore not further considered.

3
Proposal

It is proposed to conclude the discussion on pool-area concepts the following way:

1.
From RAN perspective, no issues have been identified that would recommend to restrict the relation between MME and UPE pools in a specific way.

2.
Inter-pool core node changes for IDLE UEs are initiated by the RAN (triggered by UE initiated NAS activity) in the course of the TA Update procedure. The need for UPE changes has to be evaluated by the MME.

3.
Inter-pool core node changes for ACTIVE UEs are initiated by the RAN by triggering the inter-eNodeB Handover procedure via the S1 interface, following respective configuration data. The actual need for an inter-pool core node changes has to be finally evaluated by the MME.

SA2 should be liaised accordingly.

















































































































Page 4 of 4



_1232290641.doc


source



eNodeB







target



eNodeB







border of pool area A







X2 might be even available / configured (e.g for. measurements etc.)







EPC-node pool(s) A







EPC-node pool(s) A







EPC-node pool(s) A







EPC-node pool(s) A







EPC-node pool(s) B







EPC-node pool(s) B







EPC-node pool(s) B







EPC-node pool(s) B







1. S1: HO Required







2. Forward HO Req (including UE contexts etc.)







3. etc







0. UE mobilty












