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1
Introduction

This document complements the information given in our document [1], and is presented partially in response to claims presented in [2] and [3], partially to further contrast the differences of the proposal originally put forward in [4] to the new proposals presented to RAN3#54 [2, 3, 5, 6].
2 Responses to Claims
In [2] section 3.2 discussing the pros and cons of the solution presented in [4] it is said that: “The overhead over the radio interface is higher compared to the previous solution due to the added segmentation/concatenation layer.”
It should be clarified that the same functionality over the air interface will create the same overhead, independent of which logical NW node hosts the protocol layer that implements the functionality. Identifying the tail of an SDU requires a length indicator, which can address the correct amount of octets in a transport block belonging to the SDU. This length indicator has to be added on some level in all practical solutions (unless the physical layer can adapt coding to any size, in which case the overhead would be introduced in the physical layer control signalling). It is needed with and without segmentation and with and without concatenation. The additional overhead caused by concatenation can be limited to a very short (e.g. 2 bits) bitfield signalling, if the current segment is the last one (rest is padding) or if a new SDU follows (plus special cases like SDU fills PDU exactly). Whether this bitfield causes any extra overhead, depends on details of the length indicator size and whether the header is expected to be byte-aligned.

The discussion on RLC and MAC header structures for unicast is ongoing in RAN WG2, where the options under discussion have differences e.g. in the placement of the segment length indicators. However, there is no reason, why the header structure eventually chosen for eMBMS would duplicate the functionality of the segmentation and concatenation sublayer, if it is adopted.

In [3] it seems that the scheme presented in [4] is misunderstood. In section 2.3 of [3] it is suggested that: “The central content scheduler is just aware how many data can be transmitted during a scheduling interval. It does not know how many transport blocks are transmitted during a scheduling interval and at which times during a scheduling interval radio frames are allocated to the transmission. It does schedule m-Seg. PDUs obtained by concatenation and segmentation of SAE Bearer PDUs by the m-Seg. Layer. The size of the m-Seg. PDUs is such that it can be transmitted during a single scheduling interval.”

However, in [4] we state that: “In a centralized approach the payload is segmented and concatenated in a centralized entity to produce optimally sized PDUs for the Transport Blocks. The centralized entity shall be aware of the target TB size to produce PDU:s with correct size.” 

Thus, it should be known that our proposal is not to create S1-PDU:s, which would be the size of scheduling data bursts, but rather a transport block size, which is optimal for the physical layer to handle for an eMBMS  service with given requirements. 

Due to this misunderstanding, in [3] it is further said that: “A disadvantage of this scheme is that it performs segmentation/concatenation at two layers.”
As noted above, the proposal with the centralized segmentation / concatenation sublayer does not produce extra overhead compared to a distributed solution in eNodeB:s and it does not require a second distributed segmentation / concatenation process.
3
Properties to Address
The benefits of concatenation have been addressed in our contribution [7]. Although both concatenation and segmentation are included in many proposals, there is a difference in the extent in which they can be applied, which has not been addressed by comparison documents so far: Whether the segmentation is applicable only within a burst of data or also across consecutive bursts of data.
Our understanding is that for the schemes, which rely on synchronization in the beginning of a data burst, it is not possible to continue segmentation from the end of the previous burst, because the beginning of the burst must be aligned with the start of a packet. However, looking at anticipated data payload size per TTI [7] and the usual maximum IP packet size of 1500 octets, one IP-packet can span multiple TTI:s. This is less significant for a service with a high data rate (such as MobileTV), where one data burst can easily have 100 TTI:s allocated, but for lower-rate services (such as radio) it can become important, as the size of the data burst must be enough to accommodate a maximum-size expected IP packet. Depending on the length of the time multiplexing cycle (a kind of eMBMS “superframe”) and the service data rate, because of this shortcoming the minimum TTI allocation could be dictated by the IP packet size.
With centralized segmentation and concatenation [4] there is no issue and the problem is automatically solved. In distributed schemes, even with a byte-exact header (as proposed in [2]) it becomes rather complicated to devise a timestamp that would address not the beginning of the PDCP PDU, but rather some octet in the middle, in case the stream needs to be re-synchronized.
Finally, it should be noted that in a centralized scheme the segmentation and concatenation only needs to be executed once in the MBMS_UPE. In all distributed schemes exactly the same operation is multiplied, up to thousands of times for a large SFN. This may have a notable impact to the system wide processing load, even though the segmentation and concatenation functionalities are available in the eNBs already due to the support of unicast and/or single cell MBMS services.
4
Conclusions
This contribution has highlighted some issues, where it was felt that either a previous text had been misinterpreted, or that all the viewpoints had not been addressed by current material. We hope that highlighting these views helps RAN WG3 forward in the architecture discussions regarding the content synchronization scheme.
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