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1 Introduction

This contribution addresses the issue of user plane handling during IRAT mobility between LTE and other 3GPP systems, also looking at the impacts on the user plane protocols, such as the need for common sequence numbering, reordering function etc. Many of the performance and complexity aspects of the different UP handling options have been already brought up at previous meetings (mostly at RAN3#51bis , RAN3#52 and RAN3#53bis) [1-9], where the two most-widely discussed UP handling solutions have been the forwarding and the bi-casting methods. In this contribution we provide some additional aspects to consider in the performance evaluation and based on the results of the complexity and the performance analysis we propose to use bi-casting for UP handling during 3GPP IRAT mobility both for real-time and for non-real-time flows.
2 Performance Aspects
It is worth differentiating real-time and non real-time flows when considering the performance impacts of the different mobility handling solutions. When talking about non real-time flows we mainly consider TCP based applications where we are interested in the impacts that data forwarding and bi-casting have on the TCP operation. 
The two performance metrics that are typically used to characterize the mobility handling scheme are the interruption time and the packet losses. The packet loss and the interruption time impact the performance of the real-time and the non real-time flows differently. 

The interruption time is expected to be the same both in case of bi-casting and forwarding, as it has been pointed out also in [1,2]. The main reason is that the radio switching time is larger than the time that it takes the first downlink packet to arrive to the target side either via forwarding or via bi-casting. Therefore, the radio switching time will determine the interruption time, which means that the interruption time will be the same both in case of bi-casting and forwarding.
Regarding packet losses the bi-casting solution cannot guarantee lossless operation, since most of the packets that are already in the source side buffers at the time when bi-casting is started will be lost. Recall that the bi-casting is started when the handover preparation has been acknowledged by the target system and this is the same moment when the handover execution is triggered toward the UE as well. This means that starting the bi-casting at this moment is already too late to avoid packet losses, since the packets already in the source side buffers cannot be sent out before the handover execution and thereby they will be lost. Delaying the handover execution until the non bi-cast packets are emptied from the source side buffers may not be feasible either. 
2.1 Non Real-time Flows

As TCP reacts to packet losses with transmission rate decrease, it may seem to be straightforward to conclude that a lossless handover scheme is highly desirable for TCP also in case of inter-access handovers. However, there is a unique property of an inter-access handover, which is the change in the available transmission rate before and after the handover. This special circumstance, which is non-typical in intra-access handovers, needs to be considered when evaluating TCP behavior during IRAT handovers. 

We are interested in the time that it takes TCP to stabilize its transmission rate around the available link rate in the target system, which we refer to as the convergence time of TCP (TC). This convergence time covers the time needed for the recovery from the potential packet losses during the handover (TR) plus the time that it takes TCP to adapt its transmission rate from the source link rate to the target link rate (rate adaptation time, TA). (TC= TR+ TA)
When going from LTE to 2G/3G we can expect a link rate decrease in the typical case, which means that TCP will eventually experience packet losses no matter whether the buffer has been transferred or not. Packet losses will trigger TCP to decrease its rate, which will finally stabilize around the available link rate. That is, transferring the buffer content in such cases is hard to motivate, since packets will need to be dropped anyway at the target system. 
When going from 2G/3G to LTE the typical case will be that the available link rate increases, which would suggest that avoiding unnecessary packet losses during the handover is highly desirable, as the recovery from those packet losses would further increase the total convergence time of TCP. However, when investigating the share of the packet loss recovery time (TR) in the total convergence time (TC), we have found that it takes only a smaller proportion of the total convergence time, i.e., the rate adaptation time dominates the total convergence time. These results have been validated both by testbed measurements and also by analytic calculations. The results of the calculations are summarized in Table 1, which shows the total convergence time of TCP in case of forwarding and bi-casting for different target rates and Internet RTTs. The lower and upper values, shown in the table correspond to the best case and worst case. As the best case we assume that TCP has opened its window to the maximum value before the handover (64 Kbyte). For the worst case scenario we assume that before the handover the TCP window is opened just to the extent required by the bandwidth delay product in the source system (i.e., in 2G/3G). Note that it is also assumed that after the handover (i.e., in the LTE system) TCP is allowed to open its window to whatever size that is required by the bandwidth-delay product. 
	
	Forwarding
	Bi-casting

	1 Mbps -> 10 Mbps,
10 ms Internet RTT
	0-0.2 sec.
	0-0.3 sec.

	1 Mbps -> 100 Mbps
10 ms Internet RTT
	2.5-3.2 sec.
	2.9-3.3 sec.

	1 Mbps -> 10 Mbps
100 ms Internet RTT
	5.4-8.6 sec.
	7.8-9.3 sec.


Table 1: TCP convergence time
- with rate increase WCDMA -> LTE HO -

We note that there might be cases when the inter-system change is not necessarily associated with a change in the available link rate. It will depend mostly on the deployment scenario how typical such cases would be but in general, we can expect that having a rate change during a 2G/3G-LTE handover will be the more common case. Anyway, in Table 2 we show results for the TCP convergence time in scenarios when there is no rate change associated with the IRAT handover. Note, however, that even if there is no rate change when going between the systems there is still a change in the RTTs, which may result in a non-zero convergence time of TCP even if there are no packet losses. For example, when going from LTE to WCDMA there is an increase in the RTT, which means that TCP may need to increase its window in order to fill the pipe, which will take some time even if there are no packet losses. This is the reason of the non-zero values shown in the table for the forwarding case, which is otherwise lossless.

As we can see in the table there are no significant differences between forwarding and bi-casting for realistic link rate and Internet RTTs. When going from WCDMA to LTE the convergence time will be close to zero both with forwarding and with bi-casting, which is due to the TCP window being large enough, as the UE is coming from a link with a higher RTT. When going from LTE to WCDMA TCP may need to increase its window in order to adapt to the increased RTT and this may take some time. Whether there is need for a window increase depends on the state of the TCP window before the handover and not on the use of forwarding or bi-casting. This means that we can expect approximately the same convergence time both for forwarding and for bi-casting, with a slightly higher convergence time of bi-casting due to potential packet losses. 

	
	WCDMA -> LTE
	LTE -> WCDMA

	
	Forwarding
	Bi-casting
	Forwarding
	Bi-casting

	1 Mbps -> 1 Mbps,
10 ms Internet RTT
	0 sec.
	0-0.03 sec.
	0-0.4 sec.
	0-0.5 sec.

	5 Mbps -> 5 Mbps
10 ms Internet RTT
	0 sec.
	0-0.06 sec.
	0-1.9 sec.
	0.9-2.2 sec.

	1 Mbps -> 1 Mbps
100 ms Internet RTT
	0 sec.
	0-0.3 sec.
	0-0.8 sec.
	0-1.6 sec.


Table 2: TCP convergence time
– without rate change -
Based on these results we can conclude that forwarding the buffer content in case of a 2G/3G-LTE handover is not expected to give substantial performance benefits. Moreover, IRAT handovers do not necessarily require the same performance optimizations as intra-LTE handovers (i.e., lossless), since IRAT handovers will occur less frequently.
2.2 Real-time Flows

For real-time flows, normally there are no packets buffered in the system, as these packets do not tolerate queuing delays and therefore they are sent with high priority. This means that supporting the forwarding of buffer content is essentially forwarding of downlink packets sent while the UE is switching to the target side. For real-time services the more important performance measure is the interruption time, which was shown to be the same both in case of forwarding and bi-casting [1,2]. We argue that clever design of decoder combined with receiver buffer will in many cases “extrapolate” missing downlink data during the handover and delete (parts of) the corresponding forwarded data, e.g. based on received RTP sequence numbers. Hence data forwarding will not improve the perceived quality for real-time flows. 
3 Complexity Aspects

The complexity aspects of bi-casting and forwarding have been extensively discussed in previous contributions as well, see e.g., [6].
3.1 Forwarding

The main drawback of forwarding is that it increases the complexity of the UPE/IASA node. When going from LTE to 2G/3G, the packets need to be back-forwarded from the eNodeB to the UPE/IASA, where they need to be de-ciphered and de-compressed before they can be forwarded to the target system. That is, the packets are sent back and forth between the UPE/IASA and the eNodeB. Moreover, performing the header de-compression for the back-forwarded packets in the UPE/IASA is not trivial, since the header de-compression state for DL packets is not available in the UPE/IASA. 
When going from 2G/3G to LTE the packets are first routed from the UPE/IASA node to the source 2G/3G system and then forwarded back to the UPE/IASA. This means that the packets are sent back and forth between the UPE/IASA and the source 2G/3G system. However, the back and forth routing is less of a problem in this case than in the LTE to 2G/3G handover case, since the distance between the UPE/IASA and the 2G/3G node would be short due to both being located at a core network level site. The two cases are illustrated in Figure 1.
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Figure 1: Routing path and packet processing in case of forwarding
Forwarding would also require a reordering mechanism to be employed, since the forwarding and re-routed packets would arrive in parallel when the path is finally switched after the handover. The reordering could be performed based on the sequence number assigned by the UPE/IASA node as part of the tunneling protocol, which would be kept continuous during the handover. Note that the PDCP sequence numbers cannot be used for that purpose, as the PDCP state need to be reset at an inter-system change, since the protocol formats, including the sequence numbers would be different in the two systems. Implementing a reordering scheme in the UPE/IASA would require buffering function in the UPE/IASA, which would increase the complexity of the node.

3.2 Bi-casting

Bi-casting only requires the UPE/IASA node to be able to duplicate packets and send them toward both the source and target systems. 
Potentially there might be the need for a duplication avoidance mechanism. However, the likelihood of duplicate packets is expected to be small, since the start of bi-casting and the start of handover execution happens essentially at the same time. (The core network triggers the handover toward the UE and starts the bi-casting essentially at the same time.) This means that it is unlikely that any of the bi-cast packets can be sent out from the source side before the handover execution, unless the buffers were empty prior to the handover execution (e.g., in case of real-time flows). (Note that typically there would be non bi-cast packets already in the buffer, which would need to be served first before any of the bi-cast packets could have been sent out.)
One may argue that a potential drawback of using bi-casting from the overall system complexity point of view is that different mechanisms would be used for handling the user plane for intra-LTE mobility and for inter 3GPP mobility. Note that for intra-LTE mobility the lossless handover, i.e., forwarding is required from a performance point of view, see e.g., [10] and this has been already agreed in RAN2 and RAN3. However, the intra-LTE forwarding procedure is largely different from a potential IRAT forwarding procedure, which means that it would not be possible to reuse any parts of the intra-LTE forwarding scheme for IRAT handovers. For example, in case of IRAT forwarding the forwarded packets have to go via the UPE/IASA node with additional processing in the UPE/IASA, while in case of intra-LTE forwarding the forwarding is handled directly between the eNodeBs. That is, no gain in terms of reduced complexity can be expected by using forwarding for IRAT handovers.
In other words, there is anyway need to put additional functions in the UPE/IASA to handle the user plane during IRAT mobility and bi-casting requires less complex functions in the UPE/IASA as compared to forwarding. From the eNodeB and from the 2G/3G RAN point of view bi-casting does not impose additional complexity on top of the already implemented forwarding function used for intra-access mobility. From the eNodeB and from the 2G/3G RAN perspective bi-casting can be seen as a special case of not employing forwarding for the received DL packets.
4 Bi-casting vs. “do nothing”
Assuming that data forwarding is excluded due to high complexity in relation to gain, we may compare bi-casting with the “do nothing” alternative. In the “do nothing” alternative the path is simply switched from source to target side when the Handover Complete message is received.

In the “do nothing” alternative the downlink interruption is extended compared to the bi-casting case. The extension equals the time it takes the Handover Complete message to travel from target base station to the switching node (UPE/IASA ( GGSN) plus the time it takes for downlink data to reach the target base station. This delay depends on deployment scenario, but will typically be modest. The figures used in ref [8] indicate an extension of the downlink interruption of 24ms (= 2 times 12ms). It is likely that many deployments have a longer added delay, in particular if the UPE/IASA is in a remote location.
Bi-casting can be seen as a performance optimization of “do nothing”, i.e. if only the specifications allow the UPE/IASA to perform bi-casting, which is a minimal specification effort, it is an implementation option if it will be used. 

5 Conclusion

According to our performance analysis, forwarding has only minor advantage even for non-real time (TCP) flows, which is mainly due to the fact that an inter-system handover is in most cases associated with a change in the link rates and/or in the RTTs. In case of going from a lower link rate to a higher link rate the time it takes TCP to adapt to the higher link rate takes the dominant part of the convergence time and the extra delay due to the recovery from potential packet losses has only minor impact. When going from a higher rate to a lower rate packet losses are inevitable, in which case it is hard to motivate at all the need for a lossless handover. Moreover, IRAT handovers do not necessarily require the same performance optimizations (e.g., lossless) as intra-LTE handovers as they will occur less frequently. For real-time flows bi-casting can even have a performance advantage since it avoids the extra delay jitter that forwarded packets suffer due to the longer path and double processing. 
From a complexity point of view bi-casting has a clear advantage as it simplifies the functions that need to be implemented by the UPE/IASA node. Based on the above considerations on performance and complexity we propose to use bi-casting as the UP handling solution for IRAT mobility both for real-time and for non real-time flows.
The performance difference between the bi-casting and “do nothing” alternatives is typically modest, but by minimal specification effort 3GPP will keep the bi-casting option and avoid VoIP performance degradations in deployments with distant UPE/IASAs. 
It is proposed that the enclosed text is agreed and added to R3.018.

It is proposed that RAN3 sends an LS to SA2 stating:

· A summary of expected performance

· That, assuming that the ultimate requirement is not lossless handover but short perceived interruptions for all kinds of traffic (Conversational to Background), bi-casting and “do nothing” are the RAN3 working assumptions

· Bi-casting is an optional network-side performance enhancement to the “do nothing” alternative.
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7 Appendix: Proposed updates to R3.018
7.1.7 Inter-RAT Handover
The downlink user data is handled using either of the procedures:

· switched from source side to target side triggered by the Handover Complete message sent when the mobile is securely detected on the target side

· bi-casted simultaneously to source and target sides, starting an implementation-dependent time after handover preparation has started and ending an implementation-dependent time after reception of Handover Complete.

The signaling procedure is the same and the choice of method is implementation-dependent.
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