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1. Introduction

According to the agreement of R3-061468 and R3-061521 on point to multipoint signaling transport on S1-C in RAN3#53bis, it is proposed to include the following text in the Study Area of TR R3.018
---Start of the text proposal---

6 Study Areas

6.13
Interface Protocol Structure 

6.13.X Signalling transport for paging on S1-C 
6.13.X.1 Introduction

This section discusses the signalling transport for paging on S1-C. In this section, following two alternatives are discussed.
Alt. 1) UDP (with IP multicast)

In this alternative, it is assumed that IP multicast is used to distribute the paging request from MME to eNBs in the TA. Then MME sends only one paging request and IP multicast router duplicates and distributes the paging requests to eNBs in the TA.

Alt. 2) SCTP (without IP multicast)

In this alternative, it is assumed that point-to-point SCTP between MME(s) and eNB(s) is used to distribute the paging request. MME duplicates and distributes the paging requests to eNBs in the TA.
6.13.X.2 Applicability of SCTP for Point to Multipoint Signalling

The SCTP is a connection oriented protocol that requires establishment of an SCTP association between the communicating peers before any data transfer can occur.

In case the peers in a point to multipoint application would use IP multicast address, it becomes challenging to establish SCTP associations by using the standard two step handshake mechanism. Thus it is concluded that the SCTP cannot support connectionless point to multipoint data transfers unless SCTP specification is modified. It is expected that proposing such a fundamental change into the SCTP protocol in the IETF is not sensible at this time.

The only feasible choices for the point to multipoint signaling on the S1-c are either to send unicast control plane messages over SCTP associations directly  to all nodes in a multipoint group, i.e., no point to multipoint on transport, or to use connectionless UDP/IP with multicast addressing at the transport network layer for those messages.

Sending unicast control plane messages (e.g. paging) to all nodes in a big group would cause significant delay in message delivery as each message would have to be sent separately. It would also consume the message handling capacity in the sending network element as possibly significant number of individual messages would have to be sent  “back to back”. This approach would also consume transport network capacity when compared with IP multicasting where only one message needs to be sent to the IP routed transport network. 

In order to utilise IP multicasting, an inherent capability of IP networks, for the point to multipoint signaling on the S1-C it is proposed to use a separate protocol stack with UDP/IP for that, in addition to SCTP used for unicast signalling.
6.13.X.3.
RELIABILITY OF IP MULTICASTING

In UDP/IP multicast, if an IP packet is lost on S1, the paging will not be performed under all cells included in the eNB. On the other hand, NAS protocol may reinitiate the paging request, taking into account the case that paging is lost on Uu. In addition, an IP packet loss on S1 will be rare. Even in current UMTS, UDP is used on Iub for paging indication and message transfer. Then the reliability of UDP/IP multicast is enough for paging. In SCTP, an IP packet lost on S1 will be retransmitted by SCTP. Then the reliability of SCTP is enough. Consequently, S1 loss impact for the paging procedure is expected to be low since an IP packet loss on S1 will be rare and NAS could re-initiate the paging.
IP multicasting is by default connectionless communication over unreliable IP network. Reliability in any communication is based on acknowledgements and re-transmissions of lost (or erroneously received) data units. Forward Error Correction schema are not considered relevant in the context of this document. In case of point to multipoint communication, both the acknowledgements and re-transmissions become significantly more complex than in unicast scenarios; there would have to be a positive ack from all recipients to ensure that the message (e.g., Paging) was successfully received by all parties. If positive ack was missing, there would have to be a timer based re-transmission of the message to all recipients. Consequently the re-transmission would introduce delay in the message delivery and also unnecessary handling of messages by those parties who successfully received the original message. Alternatively the re-transmission is sent only to the unicast addresses of those recipients that either do not acknowledge the original transmission or acknowledge it negatively. In that case the benefit of multicasting is reduced, depending on the number of destinations requiring re-transmissions. 

An alternative for reliable transport is to introduce a mechanism that makes the probability of loss small enough to be tolerable by the application using the transport. In E-UTRAN it can be provided with two ways that can also be applied simultaneously:

1)
Design the IP network to be reliable by proper media selections, network engineering and dimensioning

2)
Use repetition in the first transmission of the message, thus further increasing the likelihood of its successful reception

In addition to making the probability of loss small, it needs to be carefully considered what are the procedures that benefit the most from IP multicasting.
It is concluded that the issue of unreliability can be overcome in E-UTRAN by applying the guidelines given above. This way IP multicasting becomes a viable mechanism for signaling transport. 
6.13.X.4.

ADDRESSING IN POINT TO MULTIPOINT SIGNALLING

In case of signaling transport there is the need to not only address the destination end point (IP addressing) but also to distinquish the UE specific signaling connections from each other.

Port numbers are traditionally used for addressing the applications. There are many well known ports assigned for certain applications to identify the target application on transport layer. In E-UTRAN S1 signalling this application addressing may not be needed as such, as there is between any peer E-UTRAN nodes only one application using the signaling. In 3G UTRAN user plane (Iub, Iur, Iu-CS) the UDP ports are used for addressing the connections. This same approach should be considered in E-UTRAN in S1 control plane. The UDP ports are available for distinquishing any given UE specific signaling connection.

If UDP ports were not seen appropriate for this addressing purpose, then there would be the need to introduce yet another addressing layer in the multicast signaling stack. 

This additional addressing layer should then be a lightweight protocol in between the UDP and the application layer protocols. The following example shows how the GTP-C could be applied for this purpose. GTP-C is considered a reasonable alternative for the addressing layer due to its 3GPP origin and due to its applicability for the task.
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Figure 1: Message format example for point to multipoint signalling using GTP-C

· The IPv6 (or IPv4) Header shall address the nodes that have joined the given IP Multicast Group.

· The UDP Header shall address the application instance that receives the IP multicast signaling in the nodes that have joined in an IP Multicast Group. This is indicated in the Destination Port number. The UDP ports are assumed to be known in advance by the peers in multicast signaling, in the same way as the IP address is known.

· The Message Type field in the GTP Header shall indicate a S1 Application Protocol message

· The TEID field in the GTP Header shall indicate the S1 Signaling Connection ID.

· The User Data shall be ASN.1 coded S1 Application Protocol message

6.13.X.5.

Transfer delay of paging request
In UDP/IP multicast, it is assumed that multicast tree is pre-established in advance. Then there is no additional delay for establishing the multicast tree. Also using diffserv in IP transport network and queue management in aGW, low transfer delay could be achieved. However, total paging delay might be longer if an IP packet is lost on S1. 

In SCTP, using diffserv in IP transport network and queue management in aGW, low transfer delay could be achieved. However, total paging delay is longer since MME has to send the paging request to all eNBs in the TA one by one.

Consequently, total paging delay in UDP/IP multicast will usually be less compared to SCTP. Only in case of S1 loss, it might be equal (or worse) compared to SCTP.
6.13.X.6.

Processing load of MME
In UDP/IP multicast, processing load of MME could be reduced. 
In SCTP, MME needs to duplicate the paging request and send to all the eNBs in the TA. The larger number of eNBs in the TA, the larger processing load in MME compared to UDP/IP multicast. On the other hand, in both alternatives, due to S1-flex a processing load of a MME could be distributed and reduced further. 

Consequently, UDP/IP multicast could reduce processing load of MME compared to SCTP.
6.13.X.7.

Management of IP address
In UDP/IP multicast, MME has to manage all IP addresses of all eNBs for SCTP for ptp signalling. In addition, for each TA, an IP multicast address shall be assigned, assuming “any source multicast”, i.e. each MME use the same IP multicast address for a certain TA in S1 flex. It means that the same number of IP multicast addresses as TAs needs to be managed.

In SCTP, MME only has to manage all IP addresses of all eNBs for SCTP for ptp signalling.

Consequently, in UDP/IP multicast, the same number of IP multicast addresses as TAs needs to be managed in addition to all IP addresses of all eNBs for SCTP for ptp signalling.
6.13.X.8.

Path supervision (keep alive) of paging distribution tree

In UDP/IP multicast, IP multicast protocol itself has “a state maintenance of distribution tree” by sending “join” periodically [1]. On the other hand, if end-to-end path supervision, i.e. between aGW and eNBs, is required, additional RNL functionality will be implemented [FFS].

In SCTP, SCTP has “path management function” by sending “heartbeat”.
Consequently, both alternatives have path supervision function. If end-to-end path supervision, i.e. between aGW and eNBs, is required, in UDP/IP multicast additional RNL functionality will be implemented [FFS].
6.13.X.9.

Deployment, e.g. Multicast router, Operation with IPsec
On multicast router, in UDP/IP multicast a router in IP transport network will have multicast capability. Then it might be no problem to use multicast router. In SCTP, no multicast router is required.

On operation with IPsec, in UDP/IP multicast IPsec might have to be terminated in aGW, multicast router and eNB for authenticating, e.g. an IGMP join message. In SCTP, IPsec could be terminated between aGW and eNB.

It is difficult to compare from deployment perspective since deployment scenario and topology might be different among operators.
6.13.X.10
Open Issues
(1) Restrictions in eNB addressing ?

(2) Actual IP multicast protocol ?

(3) Any other applications than paging and session start ? which ones ?

(4) Can we assume that TNL always supports IP Multicast ?

(5) Gain of IP Multicast due to requirements for security ?
---End of the text proposal---
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