3GPP TSG RAN3 Meeting#53bis



R3-061564
Seoul, Korea, October 10th / October 13st  2006
Agenda Item:
7.2.1
Source: 
Nortel Networks 

Title: 
Use of SCTP association for S1/X2 Signalling Transport 
Document for:
For Discussion and Approval
1 Purpose
At last RAN3 meeting, SCTP/IP was found as a good candidate for the signalling control plane.

However, two variants of SCTP were proposed. It is proposed to decide hereby between these two variants.

2 Introduction
The guiding principles to select a suitable signalling transport protocol have been discussed at last RAN3 meeting meeting:

· The protocol must be an IP protocol: LTE is IP oriented, SS7 does not bring added value (IP has similar routing capabilities)
· Reliable (guaranteed, in-sequence delivery, non duplication, flow control),

· Transport channel identifiers easily managed,
· Routing capabilities: association between one S1 CP instance and one transport channel (done today by SCCP below RANAP

· Timing efficiency: assuming the transport channel is removed during the LTE_idle periods, timing of transport channel set up must be considered for the idle-to-active transitions,

· Overall simplicity

· Possibly reusability of existing protocols i.e. cost savings.
SCTP/IP was found as a good candidate for the signalling transport control plane.

However, two variants of SCTP were proposed (one sourced Nortel, the other Nokia). 
The following section shows that the solution where one association is used per UE fulfils correctly all the requirements and should be selected.

3 Straight S1 CP/SCTP/IP
With a direct S1 CP on top of SCTP, we seem to lose one signalling layer in comparison of the two connection levels SCCP and MTP3 in a legacy SS7 signalling transport stack or the two connections levels SCCP and M3UA in an IP-based release 6 stack. This could be detrimental to the scalability and granularity needed and must be carefully assessed.

SCTP features associations and streams.

There are therefore three eligible mappings one can think of with the simplified SCTP/IP stack: 
· either S1 CP is mapped onto one association and the multi-streaming capability is not used,

· or S1 CP is mapped onto one stream and there is only one or a couple of associations per eNodeB-ASGW pair,

· or connectionless transfer of S1 CP messages take place over the SCTP association with one transfer id in every message (e.g. like communication control port ID in NBAP release6 messages). 

Scalability

In the SS7 model of release 6, we have one SCCP connection below RANAP per UE and one or several links (linkset) between RNC and SGSN.

Drawing some parallel here for the simplified stack, one SCTP association can here either be seen corresponding to the SCCP connection of the SS7 model or corresponding to the SS7 link.
If the association is seen as corresponding to the SS7 link meaning there are only a couple of SCTP associations between the eNodeB and the ASGW, then the previous SCCP connection in the SS7 model above could correspond to one stream onto which one S1 CP is mapped. This leads to one SCTP stream per UE, which means in the end that hundreds of streams per SCTP association have to be managed (TR25913 speaks of 200 active users in a 5 Mhz bandwidth but this does not account for the dormant users still connected). 
This huge number of streams per connection leads to scalability issues because all stream IDs would have to be managed without associated explicit signalling and still need to be kept in sync. Also, the flow control is not defined per stream but per association and the multi-streaming will likely have to be managed in order to avoid the head of line blocking.
Because of these issues, it is concluded that S1 CP should rather be mapped onto one SCTP association. 

Granularity

The S1-flex structure requires that the eNodeB connects to multiple ASGWs and the selection of the ASGW is done on a per UE basis dynamically. For a given UE, there will thus be one connection existing between one eNodeB and one ASGW. Besides, it is also assumed that for a given UE there is only one S1 CP instance hosted in this ASGW. Therefore, by a simple one-to-one mapping between one S1 CP and one SCTP association, the suitable granularity can be achieved while using one SCTP association per UE. 
Idle to active transitions

Timing requirements have also to be checked wrt the one SCTP association per UE paradigm.

Obviously, S1 CP signalling messages needs to be exchanged over the SCTP association when the UE is active.

When the UE is not in the LTE_active state, in order to limit the number of existing SCTP associations when one association corresponds to one UE, the SCTP association should reasonably not exist.

Assuming the SCTP associations are not maintained during the idle periods, the association must then be set up at idle-active transition time. The corresponding set up time will thus contribute to the overall idle-active transition duration which has been limited to 100ms.

The establishment of an SCTP association is a two steps mechanism as follows:
Client

           Server

    ------------- INIT -------------------->

    <-------- INIT-ACK -----------------

    ----- COOKIE-ECHO/data ---->
  

                                         <------ COOKIE-ACK/data -----     

The first data transmission can be piggy-backed as soon as within the first COOKIE-ECHO exchange. Therefore, a time roughly equivalent to the time required for a single ping of a host is to be added. This should be limited to one to two tens of milliseconds if we think of Internet today.
As far as X2 interface is concerned, the connection opened at handover time between two nodeBs is to be established during the preparation phase which should not suffer from two tens of milliseconds.
Routing capability

In a straight S1 CP/SCTP protocol stack, when one SCTP association exist per UE, a S1 CP signalling identifier would be allocated per UE at the establishment of the SCTP connection, and bound to one SCTP control port. 

Reliability (guaranteed, in-sequence delivery, flow control)
SCTP provides these capabilities. The questions of flow ordering arises whenever several different S1 CP flows would be used because of different SAE Access Bearers used by the same UE. This question itself can be pushed to depend on whether or not and how far will IP flows be multiplexed onto one same SAE Bearer. It is assumed here that several SAE Bearers will definitely exist for a same UE at the same time, at least because of several GBR services simultaneously ongoing. 

One flow (i.e. one sequence of S1 CP successive signalling messages corresponding to one SAE Bearer) could therefore block the traffic of other flows in case of loss/retransmit. However, with the one association per UE paradigm the different flows can be partitioned into several streams.
Load sharing
Load sharing within the nodes can be handled using S1 CP/SCTP/IP. Different SCTP connections corresponding to different UEs can still use the same IP address and be differentiated by the SCTP port number. By managing the different UE contexts by SCTP port numbers instead of SCCP, one can keep the number of IP addresses used to a very limited number, determined by load sharing considerations e.g. between different boards in the eNodeB. SCTP is NATable allowing for this load sharing. Also, SCTP uses port numbers on 16 bits which makes a total number of 65k reachable.
4 Conclusion
This paper has shown that the one SCTP association per UE fulfils the scalability and timing requirements without any add-on. It has thus the merit of simplicity. 

It is proposed to agree on this second SCTP proposal whereby one SCTP association per UE connection is used.
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