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1 Purpose
The purpose of this paper is to provide initial insights on the principle of the protocol usage to ensure the Self-Configuration and Self-Optimisation. 
2 Introduction
This discussion briefly introduces the high level concept of Network Self Tuning process as Self-Configuration and Self-Optimisation. The Network Self Tuning process is described by different phases; the observation, the decision and the action. Two examples are presented to highlights the last discussion point, the interest of open protocols usage to ensure the Self-Configuration and Self-Optimisation on the Network.
3 Discussion

Network Self Tuning Concept: The Network Self Tuning process describes the basics concepts of Self configuration and Self optimization principles.This process is an iterative process of Network Self Tuning. Each Network Self Tuning process proceeds first by a Network Observation phase and then a Decision Algorithm phase provides the Network Action phase. Theses changes are propagated into the network for a new cycle of observation and decision. (Figure 1). 
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Figure 1: Network Self-Tuning Cycle.

The three generic phases of the Network Self Tuning process are 

1) The Network Observation phase is the probably based on measurement, alarm and monitoring is not considered in this discussion (FFS).
2)  The Decision Algorithm could be a simple rule based on event trigger or a complex decision making system including optimisation algorithm and learning process. Theses Decision mechanism is different regarding the problem to deal with small antenna re-configuration or huge network cell optimisation …(FFS).
3) The Network Action is the change provided on the Network (FFS).
Depending on the goal of the action, optimisation, healing, alarm, failure and maintenance, the observation, the decision and the action should be different and require a dedicated specification of the data, algorithm and action. But all theses actions have the same goal which is reduce the planning effort, reduce the failures, and increase the performance and quality.
The two following examples illustrate some cases of the Network Self Tuning process. Theses examples are basics, and only show the diversity of the ”Self” problems.
Example 1: Day/Night Self-Optimisation: A basic Network Self Tuning process could be the change of the antenna (Tilt/Azimuth) to enlarge the coverage in residential area during the night. 

1) The Network Observation phase: probably human in this case, the network coverage could be enlarg on residential area for “home traffic” during the evening.

2)  The Decision Algorithm phase: Every day at fix hour send antennas Self-reconfiguration with Iuant command [1]

3) The Network Action phase: Each eNodeB reconfigures their antennas system when the command is required. 

This Network Self Tuning example is really basic (minimum of automation). The main Network Observation phase is human but should be automatic. It is important to note, in this example the necessity to allow an operational protocol to send the decision command to the action eNodeB. 
Example 2: Counter Exchange for Handover improvement: the different hypothesis of this example is a high level of drop between two eNodeB, the interface X2 allows the possibility to exchange some counters.
1) The Network Observation phase: The two eNodeB exchange thought X2 the counters with  results.
2) The Decision Algorithm phase: Each eNodeB analyse their counter relative to their neighbours and try to engage a learning process to improve the handover by parameters tuning, without degradation of the other neighbours.
3) The Network Action phase: One or both eNodeB change some handover parameters and handover threshold.
4) The operation 1), 2) and 3) are repeated until a better  solution (convergence of the learning system). 

This Network Self Tuning example required a complex learning or optimisation system. This system also includes an end of decision process. This is not necessary distributed, but it is just an example. The Decision Algorithm could also be centralised. It is also important to note, in this example the necessity to allow an operational protocol in X2 to exchange counter (or Key performance Indicator) to the decision Node, here the eNodeB. Note the definition of this counter exchange could be based on TM Forum [2] (but are still FFS).
Protocol Usage: The Self Tuning process could be basic or extremely ambitious and complicated. 

The topics addressed by the Self Tuning operation are huge and different in depending of the network; from the network deployment (ex. eNodeB Self-Configuration) to the Network live (ex. eNodeB Self-Optimisation and Self-Maintenance). Theses topics will address different problem and most probably different mechanism of Decision Algorithm and Network Action .Of course some basics could be defined but the main Decision Algorithm and Network Action processes will be based on Operator and Vendors experience and built with Operator, Vendors and Partners. 
Then it is important to ensure the possibility to exchange a minimum basic set of information (or command) trough the different nodes for Self-Configuration or Self-Optimisation purpose, particularly in a multi-vendor context. This could be done by 3GPP existing protocol or by the definition of new protocol over the interfaces (Figure 2). The Iuant [1] could be considered as an example of the “Self Dedicated” protocol. The information exchange (or command sent) into this new “Self” protocols are still FFS.  It is not necessary exhaustive information. The information could be a minimum set of Network Observation for the Decision Algorithm. This minimum set of Network Observation exchange could be based on 3GPP decision based on existing consensus like TM Forum [1] initiative for the counters.
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Figure 2: Protocol usage for the Self Operations
4 Conclusion
The LTE network Self Tuning process and operation may address all the LTE Network part. The Self-Configuration and Self-Optimisation on the Network solution could be quick and simple action or results from a complex mechanism. The “Self” protocols may allow the possibility to carry, indicative information and command for Self-Tuning operation, on proprietary and open interface.

It is proposed to be agreed:

· That’s the LTE interface S1 and X2 will be able to carry information exchange protocols for Self-Configuration and Self-Optimisation operation, theses protocols are FFS. 

· That’s if the LTE should not standardized some interface, some new dedicated protocols should be able to be defined to carry information exchange protocols for Self-Configuration and Self-Optimisation operation, theses protocols are FFS. 

· That’s the part of Network Observation information exchange (Measurements, Counters, Data Aggregation, …) and Network Action (Command, Thresholds, …)  should be studied front of the functions/entities/defined for optimization and configuration purposes.   

5 Reference

[1] 3GPP TS 25.460: “UTRAN Iuant interface: General aspects and principles”

[2] http://www.tmforum.org/browse.aspx?catID=730
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