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1. Introduction

There have been several contributions in RAN3 for executing RRM functions, such as, load balancing across cells, in a distributed fashion using direct communication between eNodeBs. In this contribution, we detail some efficient mechanisms to achieve such a distributed load balancing.
2. Proposals for distributed load balancing
There have been some proposals on what kind of load information should be exchanged between eNodeBs to make other eNodeBs aware of potential handover targets for UEs [1]. One key observation is that, with different cell capabilities of 5, 10, 15, and 20 MHz, the load information given as a percentage is not very meaningful. For example, when a 5 MHz cell is 75% loaded, there is significantly less resources left over for new users than when a 20 MHz cell is 75% loaded. Therefore, we recommend that we do not use percentage loading as a metric. Instead, we recommend that the amount of resources/capacity left over (residual capacity) be used as the metric that is exchanged between eNodeBs. This metric can be used for comparing the loads of different technologies as well, e.g., LTE and HSPA evolution, while the option of using percentage loading does not allow a meaningful comparison of different technologies.
Conclusion: The amount of residual capacity should be exchanged between eNodeBs.
If the units of the residual capacity are in terms of kbps, the number of bits needed to encode this may be too large. Moreover, it may be difficult for an eNodeB to estimate the residual capacity in terms of kbps. Therefore, one option is that the eNodeB estimate the residual capacity in terms of the number of “reference calls” that it can support. For example, a VoIP call at a certain codec rate can be chosen to be a reference call. Therefore, when eNodeBs exchange residual capacity information, they could provide an estimate of the additional number of VoIP calls each of them can support. Each eNodeB that receives this report should be able to determine the number of calls of a different kind it can support based on a conversion factor. For example, the conversion factor could just be that a Video call is equivalent to x number of VoIP calls. While it would be best if the reporting eNodeB also provided such a conversion factor (because it is in the best position to determine how many calls of each kind it can support), to avoid additional overhead, this can be configured using O&M. This approach of using reference calls will also allow the network to factor in differences in the overheads of different technologies. 

Conclusion: Residual capacity could be reported in terms of the number of “reference calls” each eNodeB can support, to reduce the number of bits needed to represent the residual capacity. The mapping between other calls and the reference call should be configured using O&M.

Another key issue is whether these measurement reports should be periodic or event-triggered. We believe that periodic reports alone will not be sufficient. If there is a dramatic increase in the load in a particular cell, it would be desirable if the cell informs its neighbors of this increased load, so that the neighboring cells do not attempt to handover some UEs to the overloaded cell. Moreover, even if periodic reports are configured, the period is likely to be large to reduce signaling overhead. So it would be important to have event-triggered reports, to inform other eNodeBs of sudden changes in loading. 
Conclusion: Event-triggered residual capacity measurement reports should be enabled between eNodeBs.
Typical events which will trigger measurement reports will be threshold crossings of residual capacity. To avoid frequent reports, one would employ some hysteresis. For the purposes of load balancing, it is more important for neighboring eNodeBs to know the relative position of the different cells in terms of the amount of residual capacity rather than the actual amount of residual capacity. Thus event-triggered measurements based on static thresholds of the kind “report when the residual capacity drops below 20 reference calls” might be of limited use.  For example, if all neighboring cells have a residual capacity below 20 reference calls, the other eNodeBs cannot tell apart two cells that have 19 reference calls of residual capacity v/s 1 reference call of residual capacity. Similarly, when all eNodeBs have a residual capacity of greater than 20 reference calls, the neighboring eNodeBs will not be able to tell apart two cells with widely differing residual capacity. Moreover, one can expect that cells that are geographically close to each other may have similar congestion levels at the same point in time. Therefore, there is all the more reason to design a good scheme for event-triggered reporting. 
Our proposal is motivated by the need to make neighboring eNodeBs aware of the ordered list of cells, sorted according to the amount of residual capacity. Therefore the thresholds are not determined statically. Instead, each eNodeB reports its residual capacity to other eNodeBs when it sees that there is a likelihood that it has crossed the residual capacity of another cell. As a result, there are reports sent to other eNodeBs even when all the cells are heavily loaded or lightly loaded. 

To illustrate the mechanism by which this kind of dynamic threshold-based event-triggered reporting can occur, consider the case of a cell (say, cell A) with a residual capacity of 15 reference calls that is adjacent to two other cells with residual capacities of 10 and 20 reference calls, respectively. Moreover, let us assume that there are no other neighboring eNodeBs whose residual capacity is between 10 and 20. Cell A, using this knowledge, sets thresholds of 12 and 17 reference calls (midpoints of 10 and 15, and 15 and 20, respectively). When the residual capacity of cell A crosses any of these thresholds, cell A can inform neighboring eNodeBs of its new residual capacity.  In summary, each cell, based on the knowledge of the residual capacities of its neighboring cells, determines upper and lower thresholds. These thresholds are between its current residual capacity and that of the residual capacities of the cells that are immediately above and below it in the ordered list. In general, the midpoint will be a good choice. Using this method, all eNodeBs get to know when there is a change in the ordering of cells.
Conclusion: Each cell determines the thresholds for event-triggered measurements using knowledge of the residual capacities of its neighboring cells. The thresholds are chosen such that the changes in the ordering of cells (ordered according to the amount of residual capacity) are tracked.

3. Conclusions
We request RAN3 to discuss the recommendations and proposals made in this contribution and agree to the following, and include it in the appropriate TR/TS: 
1. The amount of residual capacity should be exchanged between eNodeBs.

2. Residual capacity could be reported in terms of the number of “reference calls” each eNodeB can support, to reduce the number of bits needed to represent the residual capacity. The mapping between other calls and the reference call should be configured using O&M.

3. Event-triggered residual capacity measurement reports should be enabled between eNodeBs.

4. Each cell determines the thresholds for event-triggered measurements using knowledge of the residual capacities of its neighboring cells. The thresholds are chosen such that the changes in the ordering of cells (ordered according to the amount of residual capacity) are tracked.
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