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1
Introduction

Following the constraint imposed at the RAN Plenary that MDC shall be supported, this document discusses architectural aspects associated with the location of MDC combining and the corresponding impact on latency and C-Plane complexity. The potential gains from a revised MDC location are contrasted with other approaches.
2
Discussion
MDC at a Higher Node
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Figure 1 Higher Node MDC Comparison
Earlier submissions such as [1] & [2] have indicated the possibility to support MDC at a higher node 

Figure 1 compares three architectures and the network hops incurred:
· The legacy architecture is shown which supports conventional MDC at the RNC. This incurs 3 network hops.

· An architecture where MDC is located at the SGSN is shown (nearest equivalent to the MME/UPE in [1] & [2] using a legacy node). This incurs 2 network hops and as such represents a gain in latency of 1 hop.
· Finally an architecture where conventional MDC is retained at the RNC but the one tunnel approach between RNC and SGSN is adopted. This also incurs 2 network hops.

As can be seen the number of network hops for higher MDC and the one tunnel approach are the same. 

The move of MDC to the SGSN will require signalling changes (to RANAP) since in the legacy architecture MDC is established locally within the SRNC, whereas in the revised architecture the SRNC will need to signal the SGSN. 
Further MDC generates useful statistics for RRM which will need to be passed to the SRNC (assuming RRM remains at the SRNC). This again introduces signalling changes and also delay in reporting these statistics – the impact of which should be quantified.

Such changes will require definition and agreement within standards. The corresponding increase in complexity is noted. 
MDC at a Lower Node (Node B)
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Figure 2 MDC at Node B Comparison
Other submissions such as some of the architectures presented in [3] suggest the location of MDC at the Node B. 

Figure 2 above illustrates the flows for conventional MDC at the RNC and for uplink combining at the Node B where a switch/router replaces the RNC.
For the Conventional MDC:

· 3 flows P1, P2 and P3 are combined at the RNC.

· The combined result is forwarded to the network. 

For MDC at the Node B: 

· Flows P1 and P3 are routed via the switch/router to the eNode B.

· Local flow P2 is combined at the eNode B with P1 and P3.

· The combined result is then forwarded, via the switch / router to the network.

The impact on the local access network is as follows:

· 2x increase in downlink traffic for UEs in uplink MDC.

· 2 hop latency increase.

Similar to the move of MDC to the SGSN described earlier, the move of MDC to the Node B will also require signalling changes (this time to NBAP).  

Also the need to distribute MDC statistics for RRM again arises, either Node B to SRNC, or Node B to Node B where a local RRM is implemented. 

Thus changes will again require definition and agreement within standards and the corresponding increase in complexity is noted. 

3
Proposal

The above discussion has shown that relocating MDC can introduce complexity where alternative strategies exist. The move of MDC may not always improve latency. The corresponding increases in signalling effort and complexity are noted. 
When assessing competing architectures, where MDC relocates to another node, it is important that the potential gains and/or impacts should be identified. Any gains need to be assessed against the implementation complexity including C-Plane.
It is proposed to include such assessment into the HSPA TR [3].
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