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1 Introduction

At RAN3#51bis, discussions have started on relocation of MME and UPE.

This is continued here to reach some conclusions.

2 Description
2.1 Relocation of MME

There will be one MME per UE.

There are several reasons for which several MME entities will cover one country like several SGSN do cover one country today. There are vendor reasons:

· scalability,

· capacity and processing limitations

The are operator reasons: one MME is defined to cover one pool area like one SGSN was defined to cover one pool area. The concept of pool areas leaves the flexibility for the operator to 

· organize the redundancy per pool areas according to equipments limitations,

· administrative-wise organization of pool areas.
For example, in one country, one pool area is defined per region. Whenever the UE crosses two pool areas, an inter-MME relocation takes place in order to assign a new MME in the new pool area. 
2.2 Relocation of UPE

Similarly on UPE side, SA2 has taken a working assumption at last SA2#51bis that there will also be one UPE per UE.

The relocation of UPE has been discussed so far for route optimisation.
Therefore, when a service is set up, the UPE selection should be done as close as possible so as to optimize the route serving eNodeB- UPE - server. If the UPE is far from the server, or the serving eNodeB is far the UPE then the gain of route will be lost due to backhaul traversal. 

Therefore, several types of scenarios could lead to relocate the UPE:
2.2.1 UE Mobility Scenarios
UE Mobility Scenario 1: due to initial UE attachment.
In the example below, the first UPE is selected to minimize the eNodeB – UPE path at network attach (no server yet allocated). When the UE starts a service to a PDN via a server, the serving eNodeB may be far away from this initial UPE and would be better served by a new UPE –server B: 
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Figure 1: UPE relocation due to mobility

UE Mobility Scenario 2: route optimization for one service
In the example below, one service has been started, but due to the mobility of the UE, a new UPE exists which minimizes the overall route for that service. The change of UPE optimizes the route, provided that the traffic is not backhauled to the server (use of MIP v6).
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Figure 2: UPE relocation due to mobility

UE Mobility Scenario 3: due to limitations in the connectivity of the UPE e.g. security configuration, all eNodeBs ma not access any UPE.
In the example below, the UPE needs to be relocated when the UE reaches a serving eNodeB which it cannot serve while in active mode.
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Figure 3: UPE relocation due to mobility

2.2.2 Scenarios not related to UE Mobility
Without mobility of the UE: due to initial attachment

In the example below figuring a pedestrian UE, the first UPE has been initially selected based on load sharing criteria with a non-optimized eNodeB –UPE route.

Some time later, a first service is started whereas the overload on the nearest UPE –server A is no more applicable.
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Figure 4: UPE relocation not related to mobility

Without mobility of the UE: Set up and release of a service: 
In the example below, a pedestrian UE has set up a first service and one UPE was selected at optimized location. Then a second service is set up using the same UPE (assuming one UPE per UE as said above). Then the first service is released. Then the UPE is no longer optimized as per the overall route eNodeB – UPE - server. Considering long-lived connections it could be seen useful to relocate the UPE at that time to minimize the route. This is figured out below:
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Figure 5: UPE relocation not related to mobility

Without mobility of the UE: due to load rebalancing.
UPE could be relocated to re-balance the load from one UPE to another one.
3 Conclusion

It has been shown below that the relocations of MME and UPE have different motivations and triggers.
Therefore, when the UE moves, the necessity to change the MME may happen whereas no change of UPE is needed. Conversely the change of UPE may be decided in some scenarios for route optimization when the UE has moved whereas no trigger of MME change has occurred. Moreover, change of UPE could be done even out of any UE mobility e.g. for attachment, service or load rebalancing reasons.
It is therefore proposed to agree within the scope of intra-RAT mobility on the possibility to relocate MME independently of UPE and the possibility to relocate UPE independently of MME.
If this is agreed, Nortel volunteers to draft the relevant actual procedures.
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