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1 Introduction

Very often, the requirements on the application flows and the requirements on the EUTRAN mobility are confused. This paper clarifies this.

2 Description
Very often, the requirements on the application flows and the requirements on the EUTRAN mobility are confused.

The following terminology is considered:
Application requirements:

Real-time flows: it was debated in pat RAN3 meetings how real-time time flows will be discriminated from non real-time flows. It is usually assumed that the QoS and in particular transfer delay are the key indicators. To that respect conversational and streaming classes were in 3g alleged as real-time.

Non real-time flows: similarly, flows mapped onto interactive and background traffic classes were usually considered as non real-time in 3g.
EUTRAN mobility requirements:

Lossless relocation: relocation of a flow with no packet missing.

Seamless relocation: relocation of flow so that interruption of the data stream flow is minimized and are basically unnoticeable by the users. 

In LTE, the RABs will be characterized by their "aggregate QoS description". The criteria to partition them in two categories if needd (i.e. real-time, non real-time) will have to be defined. More than two categories could be defined.
The confusion comes that usually one associates the real-time flows with seamless relocation and non real-time flows with lossless relocation. 
But this one-to-one mapping is not so straightforward. This appears in the LS sent to SA4 on the requirements.
For example, whereas usually real-time applications can support some packets lost (due to recovery at application level), it is well considered that some high quality real-time flows would require a true lossless EUTRAN mobility requirements. This was recognized at the joint RAN2/RAN3/SA2 adhoc in Denver.
Conversely, the EUTRAN requirements needed for non real-time flows are under investigation by SA4. It is believed that depending on the pertaining application, the associated requirement on EUTRAN could either be:

· lossy, 

· lossless,

·  or seamless (i.e. if a few lost packets are tolerated because for example TCP is assumed above for these applications with fast retransmit capabilities and the resultant small degradation associated with the fast retransmit mechanisms is deemed as acceptable).

3 Conclusion

Therefore, the description and evaluation of handover mechanisms based on the nature of the flow is not appropriate. The handover mechanisms should be described and evaluated rather based on the requirements put on EUTRAN mobility. The following corrections are proposed to the TR R3.018:

6.8.1
Introduction

There are two methods of minimising interruption due to Handovers (with respect to delivery of packet data): “seamless” and “loss-less”

Seamless handover refers to a handover where little or no (i.e. negligible) impact on the user perception of the service has taken place. 

Lossless handover refers to the buffering and subsequent delivery – following handover - of packets to the user such that no packets are lost throughout the process. 

Note that behaviour of higher layer protocols may be impacted during handover if handover duration causes packet loss and interruption e.g. TCP. 

6.8.2  
3.1.1.1 Assumptions

The segmentation/re-assembly function for SDUs is performed by the HARQ entity in the eNodeB.

No exchange of last received segment- numbers, i.e. restart of sending the SDU is necessary, if it didn’t succeed to be received completely on the source side.

The need and benefits of the exchange of last received SDU sequence numbers between UE and the network is debated for lossless mobility, for seamless mobility  exchanging sequence numbers is assumed to be not necessary as the send/receiving conditions for SDUs are very tight as the delay variation needs to be very low.  

The need for a co-ordination of U-Plane and C-Plane at the start of the HO Execution phase is debated.

The performance of the various U-Plane options is quantified by 

-
the to be expected loss of data if no means to avoid data loss are provided

-
the to be expected interruption time

-
the robustness of the scheme (e.g. in case of HO failure)

-
the inherent effort to be spent for the scheme in terms of entities in the network and the complexity of the related schemes

Further the inspection of the schemes need to differentiate between the lossless mobility and seamless mobility that apply to EUTRAN depending on the particular real-time(RT) and non-real-time (NRT) services involved.

Examples of RT services:

-
video: inter-SDU-arrival time (ISAT) typically 40-50ms (20-25 frames/s)

-
speech: inter-SDU-arrival time (ISAT) typically 20ms

-
audio/video codecs should be resilient against loss of several packets (lossless service delivery is typically not required)

-
interruption time perceived at service level might be dependent on the reception window of rt data, if there is any.

Examples of NRT services:

-
in case of high bitrate services, the inter-arrival time of SDUs is expected to be much lower than for rt services, in general, if a SDU size of 1500 bytes is assumed, one can easily calculate the average inter-arrival time, e.g. 240kbit/s ( 50ms etc.

-
for nrt services a – comparable to rt services – large reception window is assumed, so an exchange of sequence numbers of last received SDUs in DL is sensible and beneficial for low interruption time and high service quality.

-
lossless or near to lossless service delivery is typically required, however, the exact requirements is FFS (to be discussed with SA4).

6.8.3 Requirements

Studying a “typical” signalling flow for mobility, we can see that the handover procedure consist of the following: radio conditions are changing, UE sends a measurement report, the network takes a decision and prepares the target cell, the network commands the UE to change cell, the UE reconfigures L1 and synchronizes to the target cell, data is transmitted and received in the target cell and resources in the source cell are released. This process is illustrated in Figure 1.
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Figure 2.1-1: Schematic handover procedure and possible requirement definitions

From Figure 1, it can be seen that there are basically three relevant ways to define timing requirements on the mobility scheme:

A.
Requirements on the time it takes from a change of the radio conditions until the UE is sending a measurement report.

B.
Requirements on the time it takes for the UE to switch parameters on layer 1 and synchronize towards the target cell and is ready to transmit and receive PDUs in the target cell. This is sometimes called interruption time.

C.
Requirements the full handover procedure is allowed to take, i.e. from where the UE reports the change in radio conditions until the UE is ready to transmit and receive PDUs in the target cell.

Requirement A and B are typical radio performance requirements on the UE and such requirements should and will be defined in order to be able to ensure good overall system performance for LTE. Requirement A is needed to ensure that the network is informed fast enough at the time of handover. Requirement B is needed to ensure that the interruption of the user data flow is minimized, and that layer 1 related signalling is maintained.

Requirement C is a system level requirement. Likely, it will not show up in the final LTE specifications at all, as any vendor can with the existence of requirement A and B develop a system that perform well from a requirement C point of view. Requirement C could however at an early system design be useful as an overall target, in order to guide the definition of requirements A and B.

Finally it has to be noted that from requirements A, B and C, it is only requirement B that will impact the end user perception of the HO, as it is the interruption of the user data flow that might be noticed (of course under the assumption that the requirement A is not set so loose that the call is dropped before a HO decision is taken).

Considering that 25.913 is an overall system requirement specification, in where the requirements are used as targets for the overall system design, requirements B or C can be candidates for inclusion in 25.913.

It then makes sense to define requirement B in 25.913 and leave requirement C outside the specification work. This as requirement B will be the requirement that will impact the end user performance, as well as that we know that with the existence of requirement B, it is possible to do a good system design.

Definition of Requirement B

There exist several different ways to define requirement B. Either to define it from a pure end user perception perspective, using the interruption time of the end user data flow as an indicator. Although perfectly possible, we note that depending on the radio layer 1, there might be other factors than the end user data flow interruption that are more critical for the system performance. For example specification [25.133] uses the formulation: 

"The interruption time, i.e. the time between the last TTI containing a transport block on the old DPDCH and the time the UE starts transmission of the new uplink DPCCH..."

In this case, it is basically a requirement on how fast the UE is able to switch L1 parameters. Note that start transmission on DPCCH is not the same as sending the first uplink data packet, as it in WCDMA was considered important that the UE started power control towards the target cell as soon as possible. In GSM specifications, the term “ready to transmit” is used in a similar way.

Considering that all details of LTE layer 1 are not yet defined, we think that for the purpose of 25.913 the requirement can be formulated so that it is clear that we mean the interruption time on layer 1. In a further stage in the specification work, RAN4 can use that as a basis for further formulations on exact specification text.

Several values ranging from 20ms to 100ms have been proposed in the earlier discussions (although not always 100% clear how the proposed value was defined). Although it can always be claimed “lower is better” care needs to be taken as very low values might imply extra complexity in the UE and network implementation, which might not be motivated by an enhanced end user perception.

For the purpose of evaluating different proposed UP schemes to avoid loss of data the terms defined below apply for the following evaluations: 


The HO Execution time is defined as the interruption time on Layer 1, details of the definition are to be defined by RAN4.


The HO Interruption time is defined as the duration between the point in time where the SAP delivering the SDU of the IP connectivity service in the UE expects the next SDUs (quasi-stationary flow of SDUs assumed), which is not delivered in time due to HO latency until it is able to deliver the next not duplicated SDU.

2.1.2
Uplink

Uplink is not the major topic the discussion on data loss avoidance.

IThe same assumption apply on Uplink for the segmentation/re-assembly function for SDUs and for the exchange of last received SDU segment sequence numbers.

The co-ordination of U-Plane and C-Plane at the start of the HO Execution phase does only apply for the DL.

W.r.t the exchange of last received SDU sequence numbers between UE and the network for lossless mobility, it is generally assumed that through the HARQ/ARQ process the UE is well aware whether the network received an SDU completely. In the special case where the ACK got lost, the HO interruption time is increased by one inter-SDU-arrival time, which should be a seldom case and acceptable.

6.8.4
U-1) Bicasting at aGW

This option foresees that a user-plane connection between the Access Gateway and the target eNodeB is established during the preparation phase and data packets are bi-cast towards both, the source and the target side until the UE has gained access on the target side. No packet forwarding is performed between source and target eNodeB.

There is no necessity for packet re-ordering at the target eNodeB. However, sequence numbering is required to avoid duplication of packet delivery over the air.
6.8.4.1 U-1) Bicasting at aGW for seamless mobility
Figure 2.2.1-1 shows option U-1 for seamless mobility, assuming no CP-UP coordination, whereas Figure 2.2.1-2 shows the same case with CP-UP coordination.
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Figure 2.2.1-1. U-1) Bicasting for seamless mobility. No CP-UP coordination
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Figure 2.2.1-2. U-1) Bicasting for seamless mobility. CP-UP coordination applied

In case of no CP-UP coordination

-
if the HO execution time is in the range of the inter-arrival time, a max. of 2 SDUs will get lost in the worst case, i.e. the HO Interruption time is in maximum the HO execution time plus one inter-arrival time.

CP-UP coordination:

-
one way to avoid at least the loss of one SDU would be to rely on an interaction between U- and C-plane in DL and to send HO Command not before the SDU that is about to be transmitted was successfully sent to the UE. The assessment of the complexity of this co-ordination is somehow implementation dependent, but one can assume that the signalling message and the rt SDU are delivered via different queues which requires synchronised submission.

3.1.1.1.1 6.8.4.2 U-1) Bicasting at aGW for lossless mobility
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Figure 2.2.2-1. U-1) Bicasting for lossless mobility. No CP-UP coordination, no exchange of sequence numberes

In case of no CP-UP coordination and no exchange of sequence numbers

-
the target eNodeB will buffer SDUs receive from the aGW until the UE gained access on the target side and will submit all SDUs kept in the buffer to the UE. This causes quite an HO interruption time if the time between start of bi-casting and the HO execution is unnecessarily long.


It seems that exchange of received sequence numbers is necessary for lossless bi-casting at aGW. The performance gains expected from CP-UP coordination are similar to the semaless case.

6.8.5 U-2) Forwarding Source eNodeB ( Target eNodeB

This option foresees that a tunnel between Source eNodeB and Target eNodeB is established, similar to the forwarding tunnel between RNCs in the Rel-6 baseline architecture.

There were 2 options wrt path switch at the aGW identified (early and late path switch), these options are examined as well.

6.8.5.1  U-2) Forwarding Source eNodeB ( Target eNodeB for seamless mobility
For seamless mobility, the source eNB starts to duplicate packets towards the target eNB via the forwarding tunnel. The timing diagram is shown below again, but it is not expected that the performance of this scheme differ from the option U-1), therefore no description is given.
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Figure 2.3.1-1. U-2) Forwarding Source eNodeB ( Target eNodeB for seamless mobility.

overall performance

as one can see, U-2) for seamless mobility provides similar performance as U-1), so no matter where bi-casting is performed, transmission times are assumed to be negligible.

late vs. early path switch

In case of early path switch, the DL duplication of SDUs would stop after SDU2, as SDU3 would be already sent on the new data path directly to the target eNB. In case of late path switch, SDU4 would be the first one sent by aGW to target side. No significant difference from a UE perspective is expected, however, the late path-switch would be a bit more robust, as it would allow to continue service on the old side without switching back the path to the old side.

6.8.5.2 U-2) Forwarding Source eNodeB ( Target eNodeB for lossless mobility
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Figure 2.3.2-1. U-2) Forwarding Source eNodeB ( Target eNodeB for lossless mobility. No CP-UP Coordination, no sequence-number exchange.

overall description

-
the source eNodeB starts forwarding of packets latest when it detects that it has lost contact to the UE. If this is detected via HARQ, this will take some 2-4 TTIs. Assuming the forwarding delay of neighbour eNodeBs being low, it can be expected that the HO Interruption time for that scheme is mainly determined by the HO Execution time. 

-
As detection of the SDUs that have not been sent to the UE completely on the source side should be possible on HARQ, no exchange of sequence numbers is necessary to achieve lossless delivery. Re-ordering is likely to be necessary but could be performed on application level as well.

overall performance

abstaining from the possibility to exchange the last received SDU sequence numbers has less service-quality impact than in U-1).

CP-UP co-ordination gains are similar to U-2).

late vs. early path switch

no big difference is expected, the same applies wrt robustness as was stated for the U-2)-seamless case.

6.8.6 U-3) Switch at aGW

This option foresees that the user-plane connection is switched from the source to the target side “just in time”, i.e. the most optimum point in time is to be determined to avoid interruption and data loss as much as possible. No packet forwarding is performed between source and target eNodeB and no bi-casting at all. Note, that U-3) is not applicable for all C-Plane options.

6.8.6.1 U-3) Switch at aGW for eamless mobility
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Figure 2.4.1-1. U-3) Switch at aGW for seamless mobility. UP-CP coordination applied.

overall performance

Figure 2.4.1-1 depicts the case of applied UP-CP coordination. As one can expect, this has benefits for the HO interruption time, which is in the range of the gains for U-1) and U-2).

6.8.6.2 U-3) Switch at aGW for lossless mobility
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Figure 2.4.2-1. U-3) Switch at aGW for lossless mobility – CP-UP co-ordination not applied.
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Figure 2.4.2-2. U-3) Switch at aGW for lossless mobility – CP-UP co-ordination applied.

In order to avoid loss of data for lossless mobility, the aGW needs to await the acknowledgement from the last sent packet before it decides upon the packet to start with on the target side.

In case of CP and UP coordination, the ACK for SDU2 would coincide with start of HO Execution which allows minimum HO interruption time. The performance in terms of HO interruption time is in the order of the HO Execution time and can be (according to the definitions given in 2.1) even below the Execution time.
6.8.7 Comparison of schemes

	scheme
	Requirement on EUTRAN mobility
	Traffic aGW > eNodeB
	Traffic eNodeB> eNodeB
	Sync between entities required
	data Loss
	Duration of HO Interrupt
	Conn. Management Effort in NW
	Notes

	U-1)       Bi-Casting
	seamless
	Doubled
	None
	No
	max: SDUs in HO-exec-time

+1 SDU
	max: exec-time + 1ISAT
	Note 1)
	-

	
	lossless
	Doubled
	None
	No
	No
	min exec-time

max exec-time + some ISATs
	Note 1)
	-

	U-2) Forwarding
	seamless
	Single
	All SDU (until switch)
	No
	max: SDUs in HO-exec-time

+1 SDU
	as U-1) rt
	Note 2)
	Target eNodeB informs aGW on final switch

	
	lossless
	Single
	Unsent SDU
	No
	No
	~ exec-time
	Note 2)
	Out of Sequence

	U-3) Switching
	seamless
	Single
	None
	aGW, UE
	max: SDUs in HO-exec-time
	~ exec-time
	Note 3)
	Either common UE/aHW timing or blindly switching

	
	lossless
	Single
	None
	No, last PDU number instead
	No
	~ exec-time
	Note 3)
	Risk for “Stopover Time” in case of NACK for last SDU (no co-ordination)


Note 1) 

-
If the effort for bi-casting is spent in aGW, the handling within RAN is quite simple

-
it can be argued whether the scheme is robust against HO failures in case of lossless mobility.

-
in order to avoid packet duplications for lossless mobility, the exchange of sequence numbers is suggested.

Note 2)

-
compared to U-1 and U-3, the establishment of an additional UP path is required between the involved eNodeBs.

-
the scheme could work without the exchange of sequence numbers

-
for lossless mobility exchange of sequence numbers is suggested, if the execution of the HO is delayed, the buffer in the target eNodeB might overflow and may cause UE to discard packets.

Note 3)

-
if co-ordination of UP and CP in eNodeB is foreseen, this scheme has a charming performance

-
robustness can be argued, as the controlling effort and complexity is high compared to U-1 and U-2.





6.9

Support of In-Sequence Delivery

Editors Note:

Only initial discussions have taken place on this subject, and in particular clarification on any requirements for in-sequence delivery is required e.g. provided either between UE-AGW/Central Node or UE-NB.

6.9.1

Introduction

6.9.2

Discussion
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