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1. Introduction

The entity of RRM server might be introduced into the RAN architecture of LTE to handle inter-cell RRM functions. There might be several RRM servers in a network, which manages the cells. This paper makes some discussion on how to organize these groups.
2. Discussion
The groups of cells managed by different RRM servers might be non-overlapped as depicted in Fig.1, or overlapped as depicted in Fig.2.
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Fig. 1 non-overlapped case for groups of cells managed by different RRM servers
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Fig. 2 Overlapped case for groups of cells managed by different RRM servers
For non-overlapped case, the cells at the interior can be managed by their controlling RRM server without communicate with other RRM servers, but the cells which are adjacent to the cells controlled by other RRM servers could not be managed by their controlling RRM server by itself. As depicted in Fig.1, Cell3 and Cell4 are adjacent cells, cell3 is managed by RRM server A and cell4 is managed by RRM server B. If RRM server A needs to handle the RRM function between cell3 and cell4, it can directly manage cell3 but must manage cell4 by communicating with RRM server B and asking RRM server B to manage cell4. It means that that the interface between different RRM Servers is necessary.

For overlapped case, the cells at the interior are managed by a single RRM server whereas the cells at the edge might be managed by multiple RRM servers. As depicted in Fig.2, Cell3 and Cell4 are adjacent cells, and they are managed by both RRM server A and RRM server B.  If RRM server A needs to handle the RRM function between cell3 and cell4, it can directly manage cell4 without communicating to RRM server B. Thus, the interface between different RRM servers could be avoided.

The cell which is managed by multiple RRM servers might receive commands from different RRM servers simultaneously. The cell could perform a lock action while processing a command and refuse the subsequent commands if it is in lock state.
Besides the two organization schemes of the groups of cells, the architecture of the organization for multiple RRM servers has also some variations:
1) Single RRM server for a group of cells
This scheme has the simplest architecture, but the single point of failure can not be avoided.
2) RRM server pool

This scheme can efficiently avoid the single point of failure, but the information exchange among the RRM servers in a pool may waste a large number of signallings.

3) Load balance for RRM servers

In this scheme, a RRM server can pass the controlling right to another server when heavy-loaded or in some abnormal cases, which avoids the single point of failure without the need of information exchange in normal cases.
3. Conclusion
From the discussion above, we proposed that the interface between different RRM servers could be avoided and the overlapped organization scheme might be a choice.
It is also proposed that the organization scheme of load balance for RRM servers be supported.
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