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1. Introduction

It is widely believed ([2], [3]) that in order to reach optimal management of mobility in cellular networks, the traffic load of neighbouring cells must be taken into account when deciding to execute a handover to one of those cells. This is true both for inter and intra-system case. The proof of this statement is out of scope of this document, but the arguments in its favour will be provided willingly if required. The goal of this document is to analyse various mechanisms and different options of implementation of cell load information reporting, so that this information can be taken as an input parameter in various RRM algorithms. 
Let it only be said that the simple and reliable mechanism that is the load balancing in conjunction with static soft frequency planning might achieve similar gain in system capacity as dynamic soft frequency planning – and therefore should be studied as its alternative.
Since in the flat architecture, the handover decision is taken in the Node B, in the LTE each of the Node B needs to be informed of the current traffic load situation of its intra and inter-system neighbours. Section 2 analyses different modes of measurement reporting (periodical, event triggered, etc). Section 3 studies the need for and the possible location of the RRM Server entity, centralising inter-Node B measurement reporting. Section 4 provides a rough estimate of the bandwidth required for inter-Node B distributed or centralised measurement reporting in the worst case scenario.
2. Measurement reporting modes
There are several ways in which the information can be transmitted between the nodes, periodical and event triggered being the most popular ones. In this section different measurement reporting modes that can be applicable for intra- and inter-system cell load information are identified and analysed. They are the following:
· Periodic

· Event Triggered

· Opportunistic (or piggy-backed)
· Polled (or on demand)
· Spontaneous

Note that the toolbox approach, i.e. standardising all options and leaving the actual implementation to be vendor specific, while allowing for innovation and competition between the vendors, also has a very negative tendency to cause serious inter-operability problems. The current toolbox approach on the UMTS Iub interface may be cited as one of the main reasons for not heaving this interface open. For this reason it is desirable to limit the number of options for measurement reporting modes and narrow down the ranges of parameter values.

2.1. Periodic
Periodical reporting is the simplest, the most robust and precise, but also the most bandwidth-consuming manner of reporting measurements. Just one parameter is required for the configuration of periodical reporting: the reporting period, and even then it could be argued whether it is necessary for the receiving end to know its value.
While at first it may seem that periodical reporting would require huge bandwidth especially in distributed reporting case, a closer look at the estimated figures (cf. Section 4) suggests that the required signalling load is negligible comparing to the user data. One reason for this is that, fortunately, the cell load varies significantly slower than radio conditions of an individual UE.
Further optimisation of periodic mode can be achieved with "silent mode", i.e. by skipping reports if the information to send is identical to the previously transmitted one. However, for this mechanism to be efficient, it is necessary to limit the number of values that can be reported and thus diminish the granularity of the measurement. It is to be noted that if this solution is to be retained, the granularity of the measurements (i.e. the number of values that can be reported) should be neither configurable, nor negotiated, but standardised.
This silent mode periodic reporting is quite similar to event triggered reporting. It has however one major advantage: no threshold configuration or negotiation is necessary. They both have a common disadvantage: vulnerability to packet loss.
2.2. Event triggered
At first, event triggered reporting may seem the optimal manner of reporting for any kind of measurements. It has certainly proved to be highly efficient in UE measurement reporting for UMTS mobility. The reporting is fast, reactive and simple, and uses very little bandwidth. But when taking a closer look it can be seen that many of its advantages vanish when applied to traffic load reporting between the Nodes B. The traffic load measurement does not need to be reported as soon as possible, since congestion build-up is a gradual process and variations of cell load are much less dynamic than radio conditions. 
Radio mobility events are based mostly on one criterion (Pilot strength/quality) and mainly on one threshold with hysteresis (link add/drop) and the decision to be taken is binary: handover or no handover. The situation for cell load reporting is all but different. Of course, it is possible to report only congestion/no congestion indication, but it leaves hardly any room for optimised mobility algorithms and excludes possibility of e.g. ranking the candidate cells, adapting the handover decision to the service type (RT, NRT) or comparing the load of target and source cells. If true traffic load reporting is to be implemented, then several load measures can be used simultaneously (uplink, downlink, real-time, non real-time, etc.) and several thresholds for those values are necessary (no load, mild load, medium load, heavy load, congestion, heavy congestion, etc).
Major drawback of event triggered reporting is the large number of parameters involved (at least thresholds and hystereses) and thus the need to configure the measurement before it can be reported. It may cause serious problems in situations where the same entity has to report measurements to several peers, if the events are configured separately and differently for each peer. One possible solution to this would be to forbid negotiation/configuration of reporting between peer nodes, limit the number of "reporting profiles" for each node and configure the reporting through Operation & Maintenance system. 
It is to be noted also that a possible inter-operability issues and additional complexity may appear if one algorithm requires a certain level of details (e.g. number of thresholds) that cannot be provided by a peer node from other vendor. Event triggered reporting is very vulnerable to packet loss in the transport network, unless it is sent in acknowledged mode. 
2.3. Opportunistic
The idea behind this type of measurement reporting is to take advantage of other existing procedures (i.e. when the opportunity arises) to convey the traffic load measurements; other existing procedures being mainly the handover procedure. It is undeniably an ingenious way of transmitting measurements since no separate procedure for measurement reporting is required and the impact on the bandwidth is virtually null. Opportunistic (or piggy-backed) measurement reporting has already been foreseen for so called common RRM (load info exchange between 2G and 3G radio access systems). Reporting does not have to be limited to the node's own measurement, but any recent measurement known to the node could be reported.
There are however no free lunches, and the piggy-backed reporting has some drawbacks which could make it difficult to be used without some backup mechanism. The frequency of exchange of information is strictly dependent on the number of attempted handovers and in most cases it takes place too often or too rarely. For instance, a problematic situation may occur when one of the cells becomes congested. In that case no handover will be attempted to this cell, so the only way to notify other cells that the congestion is over is to execute a handover in their direction, which might take some time. Also, when one cell becomes congested and the handovers must be directed to other, less frequently addressed cells, the information on load in those cells might not be available. To sum up, the opportunistic measurement reporting works very well during normal load conditions but may be less efficient when congestion appears.
A possible solution to this problem may be to exchange the load information not only of the own cells, but also to include the information recently received from other cells. This would facilitate the circulation of the information, but could have a negative impact on the size of handover messages. 

This solution does not need any parameter configuration/negotiation between nodes.

2.4. Polled
A measurement report could be polled, i.e. requested by a node in some specific situations, when no measurement was received from the peer node for a certain time: message presumed lost in event triggered mode, cell congested in opportunistic mode. The polling mode could be used to complete the event triggered or opportunistic mode. It does not require any parameter configuration/negotiation between nodes.
2.5. Spontaneous

Similarly to the polled mode, a node could spontaneously sent measurement report if none was sent for some time. It could be used to complete the event triggered or opportunistic mode. This mode theoretically does not require any parameter configuration/negotiation between nodes, but if the receiving end knows the conditions in which a spontaneous report is generated in the transmitting end then it can better use the information it has received (e.g. consider it obsolete or not).
2.6. Hybrid

As already hinted in two previous sections, it is possible to use more than one mode at the same time to optimise the reporting, but the number of possible modes should be restricted to prevent vendor inter-operability problems. In other words, the toolbox approach should be avoided.
It is perfectly viable to define different reporting modes for intra- and inter-system, e.g. periodic with silent mode for intra-LTE and opportunistic completed with polled for inter-system (intra-3GPP).
3. Architecture types
The different types of architecture analysed below address only the needs of measurement reporting for mobility reasons and not for any kind of inter-cell interference mitigation mechanism. It is assumed that the LTE mobility control function is located in the Node B.

The measurement reporting can be centralised in an RRM server or distributed (meaning effectively that an RRM Server is implemented in each Node B). RRM server is a logical entity and it can be physically co-located with the pool of AGWs, with one of the Nodes B, with UMTS RNC or be a separate physical entity. The last two cases will be analysed jointly. Note that co-location is used here in a sense that there is no open interface between them. The main difference between different co-location scenarios is the mapping of logical interfaces (red, blue and green in the figures) on physical interfaces (Node B- Node B, Node B – AGW, etc.)
At present, SA2 discuss architecture solutions suitable for the mobility between 3GPP and non-3GPP systems. In order to achieve efficient mobility algorithms, it is important that the 3GPP-non 3GPP mobility is coherent with the intra 3GPP mobility. It is also desirable to take into account measurements from the access network into the mobility decision. Among them, traffic load is one of the main candidates. Therefore some contributions [11] foresee a need for an additional node known as Inter System Mobility Manager located in the Core Network.

In order to reduce the signalling for reporting to ISMM, event triggered reporting completed with polling when necessary seems to be an appropriate solution. Piggy-backing may be difficult to implement due to the relatively low frequency of the inter-system (between 3GPP and non-3GPP) handover procedure.  
3.1. Standalone Server 

One of the possibilities of the location of the RRM server is not to integrate it with any element of the SAE/LTE system. It could be co-located/integrated with UMTS RNC or entirely separate.
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Figure 1: Measurement reporting with standalone server

Two advantages of integrating the RRM server with the RNC can be identified:

· Re-use of the transport network connection already configured for UMTS Iub interface

· Direct access to traffic load information in 3G system.

Of course, the co-location of RRM server with the UMTS RNC may not be always possible.

Blue interface is used to collect the information from Nodes B in master/slave relation. This is a one-to-many interface. Nodes B register to the server, report the load measurements from their own cells and receive recent load measurements of other cells (inter and intra-system) that are available in the RRM Server. Both periodical and event triggered reporting may be used in uplink, while periodical is better suited for downlink. 
Red interface is used to exchange information with other RRM servers in order to assure the load measurement reporting between neighbours in border regions. This is a many-to-many interface and a peer/peer relation. While it is an open question whether direct signalling procedures through this interface rather than O&M configuration should be possible (for reporting cells list configuration, reporting parameters configuration), it has to be kept in mind that careless configuration of this interface as well as inter-operability problems due to different implementation may have a strong impact on the generated signalling load and information availability. This is why periodical reporting is a good candidate for this interface.
Green interface is used only for inter-system load information. RRM Server could act as a ghost LTE Node B and transmit and receive load information from RNC/BSC through the AGW and the SGSN using transparent containers (cRRM principle). The periodic mode could be used in this case. The green interface might not be needed if all the information on 3G and 2G load can be extracted from the UMTS RNCs by proprietary means (physical integration of RRM Server in every RNC and then transmitted through red interface). Another possibility to avoid the green interface is a hybrid mode: piggybacked mode for inter-system cell load exchange directly between the RNC/BSC and the LTE Nodes B during inter-system handover procedure (cRRM principle again) and then eventually reporting it periodically to the RRM Server together with own load information, for further propagation. The disadvantage of this solution is that either RRM server functionality needs to be implemented in UMTS RNCs creating de facto a need for a support of a new interface in the RNC or a separate physical node needs to be added to the system. 
Regarding the 3GPP to non-3GPP mobility, this architecture limits the number of interfaces between the Mobility Manager and the RRM servers, comparing to the distributed architecture. This limited number of interfaced nodes is particularly important when a new configuration has to be installed (for example when the Mobility Manager algorithms change). The RRM server should be able to generate events for the Mobility Manager; those events are not necessarily the same as those used for intra-3GPP mobility.
3.2. Primary AGW

RRM Sever could be physically integrated into one of the AGWs in the pool, which could be called a primary AGW. The advantage of this solution is that the existing transport network topology could be reused, but there may be a problem with a scalability of such solution and the fact that radio functions are implemented in the core network.
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Figure 2: Measurement reporting with RRM Server functionality located in the AGW

The blue and red interfaces are the same as in the previous case. As it can be seen on the figure, there is no need for the green interface, as the primary AGW itself can act as a ghost Node B to send and receive periodically load information to and from 3G and 2G. Another possibility would be to handle inter-system load reporting with piggy-backed mode directly between the RNC and the interested Nodes B (cRMM-like) and then eventually propagate it between the Nodes B through the Primary AGW. The Primary AGW could also extract directly the load information from the transparent containers in inter-system HO messages to the Nodes B, but it is a risky solution.
Regarding the 3GPP to non-3GPP mobility, this architecture has the same characteristics as the previous one. As the AGW is already interfaced to the core network entities, the interface with the Mobility Manager may be easier to standardize.
3.3. Master Node B

Co-locating the RRM Server with one of the Nodes B allows to use existing transport network configuration and to still keep the separation of the core network and radio network functionalities, while centralising the exchange of load information. The Master Node B would require increased redundancy protection.
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Figure 3: Measurement reporting with RRM Server functionality implemented in Master Node B

The red and blue interfaces are the same as in the standalone server case. The green interface may be used for periodical or eventually piggy-backed information exchange with 3G and 2G (there would actually be nothing special about this interface as the master Node B is a real Node B rather than a ghost). Note that not only Master Node B's own load information would need to be exchanged, but also the load of all slave Nodes B and their peer 3G and 2G cells. This would significantly increase the size of inter-system HO messages in piggybacked mode and may have a negative impact on inter-system handover duration to and from the Master Node B. Alternative solution, like in other cases, is distributed piggybacked inter-system load information between the RNC/BSC and all the Nodes B and then eventual central propagation through the Master Node B.

Regarding the 3GPP to non 3GPP mobility, this solution has the same characteristics as stand alone server. 
3.4. Distributed
In the situation when specific RRM Server functionality is not implemented, de facto RRM Server functionality needs to be implemented in each Node B. 
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Figure 4: Distributed measurement reporting

Existing transport network configuration may be reused for the measurement reporting. The blue interface becomes an internal interface. As to the red interface, even if the number of its instances increases drastically, it is still the same red interface as in the standalone server case. Also, the same constraints apply. It is a many-to-many interface and a peer/peer relation. Careless configuration of this interface as well as inter-operability problems due to different implementation may have a strong impact on the generated signalling load and information availability. Periodical reporting is a safe choice for this interface.
Like in the Master Node B case, there is nothing additional in the green interface comparing to the S1 interface. Piggy-backed mode, possibly enhanced with polled or spontaneous mode seems to be best suited for the inter-system information exchange. Up-to-date inter-system information could be also further broadcast between the Nodes B.

Regarding the 3GPP to non-3GPP mobility, this architecture requires that all the Node B interface with the Mobility Manager. As a consequence, each Node B should register to the Mobility Manager separately making the configuration phase more complicated and time consuming. The Node B should be also able to generate events for the Mobility Manager in a specific format. As those events are not necessarily the same as those used for intra-3GPP mobility they may require additional implementation and configuration effort. When polled, Node B can report its own load as well as the load of its neighbour Nodes B.
4. Bandwidth Estimation
To demystify the "high signalling load" allegedly required for inter-cell traffic load reporting, let us attempt to estimate bandwidth needed for inter-Node B traffic load reporting. We shall take a worst case scenario with the following assumptions:
· Periodical reporting is used

· Each Node B has three cells

· The average number of neighbouring cells is 30 per cell, roughly one third of them common between the cells in the same Node B, making it approximately 70 neighbouring cells per Node B and 30 neighbouring Nodes B per Node B

· The header size (UDP, IP, IP Sec, etc) is 40 bytes
· The load information from one cell requires 10 bytes to be encoded

· For simplicity, only intra-LTE information is considered

· Reporting architecture could be distributed or centralised

· Reporting period is one second

In the centralised case, the information reported by the Node B in uplink will require:


3 * 10 + 40 bytes /s = 0.56 kbps per Node B
And the information received in downlink will require:


70 * 10 + 40 bytes/s = 5.9 kbps per Node B
In the distributed case, the information reported to (uplink) or received from (downlink) other Nodes B will require:


30 * (3 * 10 + 40) bytes/s = 16.8 kbps per Node B in each direction
Those figures cannot in any way be considered as "high signalling load" compared to peak and cell edge user data rates required for the LTE.
5. Conclusion and Proposals

The document analysed different traffic load measurement reporting modes and different architecture types for the reporting. It can be seen that each reporting mode and each option has its advantages and drawbacks and there is no clear winner solution.

While an attempt was made for the analysis to be objective, Orange have some preferences concerning the discussed topics and therefore the following is proposed:
1. Discuss reporting modes and architecture options listed in the document. 
2. Include Section 2 and 3 of the present document in the TR R3.018.
3. Agree on the need for standardising intra- and inter-system traffic load reporting mechanisms.
4. Agree that toolbox approach should not be adopted for traffic load measurement reporting in the LTE and that the number of possible reporting modes should be restricted.
5. Agree on the existence or inexistence and the eventual physical location of the logical RRM server functionality.
6. Agree that event triggered reporting should not be used for many-to-many (the red) interface.
7. Agree that signalling load induced by traffic load measurement reporting is not an issue.
8. Agree on the need to study the intra-system load balancing as an alternative possibility to the dynamic soft frequency reuse.
6. References

[1] 3GPP TR 25.912: "Feasibility study for evolved Universal Terrestrial Radio Access (UTRA) and Universal Terrestrial Radio Access Network (UTRAN)"
[2] 3GPP TR 25.881: "Improvement of Radio Resource Management (RRM) across RNS and RNS/BSS"
[3] 3GPP TR 25.992: "Radio resource management strategies"
[4] 3GPP TR R3.018: "Evolved UTRA and UTRAN; Radio Access Architecture and Interfaces"
[5] R3-060029: "Handling of RRM in a Decentralised RAN Architecture", Alcatel
[6] R3-060190: "Nortel proposal for LTE RRM", Nortel
[7] R3-060274: "On the optionality of the RRM Server & Migration Scenarios", Siemens

[8] R3-060142: "Proposal on RRM server in E-UTRAN architecture", NTT DoCoMo
[9] R3060117: " Information Synchronization analysis for Inter-eNodeB RRM", Huawei

[10] 3GPP TR 23.882: "3GPP system architecture evolution (SAE): Report on technical options and conclusions"
[11] S2-060731: " Inter Access System Handover between 3GPP and non 3GPP Access Systems", Orange
RRM Server





Node B





AGWs





Node B





Node B





Primary AGW





Node B





AGWs





Node B





Node B





Node B





AGWs





 Master Node B





Node B





Node B





AGWs





Node B





Node B








[image: image1][image: image5.png]


