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1. Introduction

In the meeting RAN3#51  the document “Handling of ‘Ping-Pong’ in LTE Architectures” [1] was discussed. The document addressed the issue of the centralised and decentralised architecture as described in the draft RAN3#50 report [2] by:

“     - avoiding competing RRM decisions points 

          - for an architecture with RRM in aGW 

          - and for an architecture with RRM in eNB

          - specification of RRM algorithms seen problematic”

The document suggested to agree  to the following statement: “In current 2G/3G systems potential issues arising due to competing decision points resulting in e.g. ‘Ping-pong’ effects, are well recognized and controlled. The countermeasures against these ‘Ping-Pong’ effects work well even in a multi-vendor environment, without requiring the detailed specification of RRM algorithms. Applying similar principles for Ping-Pong avoidance in LTE will allow for any of the discussed LTE architecture variants to control Ping-Pong efficiently.”
The discussion showed that the competing decision point issue of the different architectures needs a more detailed study. It became evident that when addressing these issues one should distinguish:

· RRM decisions mainly effecting one UE, like the decisions involved in radio based handover, and
· RRM decisions which have multi-cell scope, like the decisions involved in load based handover for Traffic Management and the decisions involved in configuration/reconfiguration of radio resources for interference coordination.
It was decided to capture these open issues for the centralised and decentralised architectures in the RAN3 internal report TR R3.018 in the respective sections. 

The potential competing RRM decision points in the centralised architecture are in the centralised architecture the different instances of the ACGWs, the eNodeBs and the RRM servers. 

The potential competing RRM decision points in the decentralised architecture are the different instances of the eNodeBs. It is currently open if additionally RRM servers will part of the decentralised architecture. If they are part of the architecture they represent also potential competing RRM decision points. 

This document makes a suggestion for the respective additions to the TR.
2. Conclusion and Proposal
It is proposed to discuss the text proposal for the RAN3 internal TR R3.018 as indicated below and to agree to it.
6.12.3
RRM Architecture in LTE

6.12.4
Centralised Handling of certain RRM Functions

The following points should be considered in a the centralised handling of RRM

· a specific RR property/processing resource of a cell is controlled by a single RRM entity only 

· extensive duplication of database content within E-UTRAN nodes would be avoided 

· proposal to aim for “simple NodeBs” 

· inter-NodeB coordinations (PHY resources, measurements, BCCH management, HO decision, CAC)

· paging, logical O&M, statistics (KPI)

· clarification on “single point of failure” issue needed

· definition of related interfaces needed

· avoidance/coordination of competing decision points for UE specific RRM algorithms (e.g. radio based handover) in an multi-vendor/multi-operator environment

· avoidance/coordination of competing decision points for RRM algorithms with multi-cell scope like Traffic Management algorithms (e.g. load based handover) or dynamic Radio Configuration algorithms (e.g. interference co-ordination) in an multi-vendor/multi-operator environment

6.12.5

De-Centralised RRM

The following points should be considered in a the de-centralised handling of RRM


-
dependent on deployment scenario

-
load sharing between cells (intra- and inter-RAT)
· avoidance/coordination of competing decision points for UE specific RRM algorithms (e.g. radio based handover) in an multi-vendor/multi-operator environment

· avoidance/coordination of competing decision points for RRM algorithms with multi-cell scope like Traffic Management algorithms (e.g. load based handover) or dynamic Radio Configuration algorithms (e.g. interference co-ordination) in an multi-vendor/multi-operator environment
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