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1. Introduction
The RRM information synchronization among eNodeBs is an important issue for inter-eNodeB RRM. This proposal analyzes the methods for information synchronization and proposes that some schemes should be considered to avoid excessive signaling load.
2. RRM Information Synchronization
Information corresponding to RRM should be synchronized during the information collecting phase. The measurement reports, the cell load information, the physical resource assignment information all are necessary information for RRM functions. This synchronization could be performed among different eNodeBs in the de-centralised architecture or between RRM server and eNodeBs in the centralized architecture.
There is a central node to collecting all these messages for centralised RRM. For de-centralised RRM, the information must be synchronized among the adjacent eNodeBs. The signalling load for synchronization is surely much larger than that for centralised RRM. However, the synchronization signalling load for centralised RRM is still very heavy.
There are two classes of methods to do the synchronization: 
I) Periodic synchronization;

II) Event driven synchronization.
These two classes of approaches are not exclusive and may be implemented jointly.
If the periodic updating is performed, then the updating period is the crucial parameter that should be chosen carefully. The signalling load would be very high if the updating period is short, while the RRM information would not be up-to-date if the updating period is fairly long. The proper value of the updating period should follow the following principles:
a) The change of the RRM information during the updating period should not exceed a certain value that would affect the corresponding RRM functions;
b) The update period should be long enough to insure a low signalling load.
Obviously, there is a tradeoff between these two principles. Short period can guarantee that the data is up-to-date, but increase the signaling load significantly. Long period can decrease the signaling load, but the data is not up-to-date. Since the certain value in principle a) is not constant for different RRM functions, it is quite difficult to satisfy these two requirements simultaneously.
If the information updating process is triggered by event, then the event should also be chosen carefully. Four kinds of event can be used as the synchronization trigger in the event driven synchronization:

1) When the value of RRM information changes;
2) When the variation of the RRM information value exceeds a certain threshold;

3) When the value of RRM information reaches certain thresholds;
4) When processing the RRM functions and there is a need to acquire the RRM information.

If the synchronization process is triggered each time the value of RRM information changes, the RRM information is totally synchronized among the corresponding network nodes, but the signaling load is extremely heavy so that this approach is impractical. The second approach reduces the signaling load compared to the first one and makes it practical, but the load is still heavy. If the third approach is adopted, there would be a tradeoff between the signaling load and the efficiency of the RRM information. Strict thresholds lead to low signaling load and low efficiency of the RRM information while loose thresholds lead to high signaling load and high efficiency of the RRM information. It is not so easy to set the proper value of the threshold. Practically two thresholds should be set (a higher one for entering trigger and a lower one for exiting trigger) for one information to avoid vibration in this approach. If the synchronization process is triggered each time the RRM information is needed, then the signaling load may be decreased significantly and the RRM functions could also be performed correctly. For example, the RRM information of target eNodeB could be acquired via the HO-Request-Response in the HO process. However, this approach may induce additional delay of the RRM process.
3. Conclusion & Proposal
From the analysis above, it turns out that the inter-eNodeB RRM entity would cost much signaling load for synchronizing the RRM information from different eNodeBs. We propose that the frequent synchronization of RRM information among adjacent eNodeBs should be avoided and the RRM information synchronization may be triggered when processing the RRM functions and there is a need to acquire the RRM information.
It is proposed that the text proposal below is included into R3.018.

4. Text Proposal for R3.018
6.12.x RRM Information Synchronization
Information corresponding to inter-eNodeB RRM should be synchronized among related nodes during the information collecting process.
There are two classes of methods to do the synchronization: 
· Periodic synchronization;

· Event driven synchronization.
If the periodic updating is performed, the proper value of the updating period should follow the following principles:

· The change of the RRM information during the updating period should not exceed a certain value that would affect the corresponding RRM functions;

· The update period should be long enough to insure a low signaling load.

If the information updating process is triggered by event, then three kinds of event can be used as the synchronization trigger:

· When the variation of the RRM information value exceeds a certain threshold;

· When the value of RRM information reaches certain thresholds;
· When processing the RRM functions and there is a need to acquire the RRM information.

Periodic synchronization and event-driven synchronization are not exclusive and may be implemented jointly.
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