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1.  
Introduction

In RAN2 #48bis it was discussed how the link layer in LTE could be made reliable enough to reach the very low residual block error rates that is required by e.g. TCP/IP to reach high peak data rates. In this context it was discussed if a single HARQ layer would be a feasible solution or if a HARQ layer and an outer ARQ layer would be more appropriate to reach high performance. It was agreed that two layers of ARQ should be used. However no agreement was reached on the placement and functionality of the outer ARQ layer.

This contribution presents a performance comparison between the different placement alternatives for the outer ARQ. See also [1] for a more general discussion of outer ARQ functionality. This is an update of our previous contribution on Outer ARQ performance simulations. Section 4 contains new results while section 2 and 3 have not been modified. Section 7 describes the simulation setup and lists the simulation parameters. The Annex (section 8) provides a detailed analysis of the error recovery phase with Outer ARQ in the Gateway and some general information on TCP congestion window configuration.
2.
Alternative placements of outer loop ARQ

It is generally assumed that the MAC layer performs HARQ retransmissions between the Node B and the UE. Two main alternatives are possible for the placement of the outer loop ARQ: 

1) ARQ in a central gateway. In the following we referee to this central gateway as the Access-Core gateway (ACGW)

2) ARQ in the Node B
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Figure 1 Illustration of the two placements of outer ARQ, in an access-core gateway (ACGW) or in the Node B

Since the MAC HARQ layer performs retransmissions,  outer loop ARQ layer retransmissions are mainly needed when there is a failure in the HARQ layer which could occur due to misinterpretation of the HARQ ACK/NACK feedback signal (in cases a NACK is misinterpreted as an ACK). When specifying HSDPA the requirement on the NACK to ACK misinterpretation was set to 10-4 in normal radio conditions and  10-3  in difficult radio conditions such as high speed and soft handover. Similar error rates could be expected in LTE but in this discussion we assume an HARQ error rate of 10-3 as a worst case.

If the outer loop ARQ is placed in the ACGW a performed retransmission would take one Iub RTT more than if the retransmission is performed in the Node B. With an Iub RTT of around 10 ms and considering the low frequency of HARQ failures this means that the average delay addition is negligible. The time variation that occurs due to  an occasional retransmission by the outer ARQ is also well below the time variations needed to cause e.g. TCP timeouts. 

Simulation results elaborating on the performance differences between the two options are presented in section 3.

3.
Simulation results

This section presents simulation results obtained with a protocol simulator comprising MAC HARQ, RLC and TCP. A radio bearer rate of 60 Mbps (gross) has been simulated. 

In the following the performance for the two placements of the outer ARQ is illustrated for the download of a 25 Mbyte file and a 5 Mbyte file. To cover several possible HARQ operation points, the BLER for the first HARQ transmission is set to 50% for the 25 Mbyte file and to 25% for the 5 Mbyte file. Results are included for 1) outer ARQ in the ACGW, 2) outer ARQ in the Node B and finally 3) only HARQ, i.e. no outer ARQ.  Alternative 3 has already been ruled out in RAN2 but is included as a comparison. Further simulation parameters and details about the simulator can be found in section 7.
In Figure 2 the CDF of the application layer object bitrate
 is shown for the two analysed file sizes. It can be seen that the performance without outer ARQ is significantly worse than with outer ARQ. It can also be seen that the performance difference in terms of bitrate between the two locations of the outer ARQ is negligible (the curves are basically overlapping). 

The graph on the right of figure 2 indicates that smaller files are less likely hit by a residual HARQ error than larger files. Therefore, only a small fraction of the download sessions experience a performance degradation even without outer ARQ. 

[image: image2.wmf] 

0

10

20

30

40

50

60

70

80

90

100

0

10000

20000

30000

40000

Object-Bit-Rate [kbps]

CDF

ARQ in Gateway 

HARQ only 

ARQ in NodeB 



 EMBED Word.Picture.8  [image: image3.wmf]0

10

20

30

40

50

60

70

80

90

100

0

10000

20000

30000

40000

Object Bit Rate [kbps]

CDF

ARQ in Gateway

HARQ only

ARQ in NodeB


Figure 2: CDF of application layer object bitrate (file size/ download time) for download of a 25 Mbyte file (left) and a 5 Mbyte file (right)

4. Variation of Simulation Parameters

In this section we present simulations results comparing the end-to-end performance for various combinations of Iub and Internet Delays as well as for different File Sizes and Iub Data Rates. In the previous section we presented CDFs showing the absolute download performance of both outer ARQ schemes as well as of a pure HARQ approach for one particular set of link delays. 

Here we present mean file download delays for both Outer ARQ proposals (Outer ARQ in NodeB and Outer ARQ in Gateway). We vary the transmit delays in the Transport Network (Iub) as well as in the Internet/Core Network. Furthermore, we selected two different Iub Data Rates and two different file sizes.
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Figure 3: Mean File Download Delays for Outer-ARQ in NodeB and Outer-ARQ in GW. 
Figure 3 shows that there are actually no differences in terms of performance. The absolute download delays differ only by some 10 milliseconds which does not impact the user perception. A closer look at the results shows that Outer-ARQ in the NodeB performs marginally better than the Outer ARQ in the Gateway if the Iub is the main delay contributor. This is due to the shorter round trip delay of the ARQ loop which also spans over the Iub (Transport Network) when Outer ARQ is terminated in the Gateway node. 
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Figure 4: Mean File Download Delays for small an large files. Fixed end-to-end delay of ~50 ms with its majority spent on the Iub or on the Internet link. The Iub data rate was set to 50 MBit/s.
The graph in figure 4 shows the mean file download delays for a fixed end-to-end delay of ~50 ms. The majority of this delay budget was either spent on the Iub interface (points on the right) or on the Internet (points on the left). Again, one can see that the impact of the ARQ placement on the performance is negligible. Outer ARQ in the Gateway performs slightly worse than ARQ in the NodeB if the Iub is the main delay contributor. One should note that Outer ARQ retransmissions and status messages have not been prioritized on Iub and in the NodeB buffer, which would further decrease the difference. 
Other simulations have been presented before [2] showing a significant impact of the Outer-ARQ recovery delay on the end-to-end performance, which differs significantly from our analysis. We therefore present a detailed analysis of the error recovery phase on ARQ- and TCP- level in section 8 (Annex). Sub-section 8.1 provides some background information on TCP congestion window configuration. 

5.
Conclusion
As shown in Sections 3 and 4 there is no significant difference in performance between the two alternative placements of the outer ARQ (ACGW or Node B) when it comes to recovery of residual HARQ errors. This is expected because
1. residual HARQ errors are rare events
2. the duration of the Outer ARQ error recovery phase is in the order of or smaller than the end-to-end round trip time (independent of the Outer ARQ placement)
3. new data can be sent during the Outer ARQ error recovery phase (no link underutilization)
Based on the discussion above we conclude that when it comes to recovery of residual HARQ errors, the placement of ARQ in the ACGW and placement of ARQ in Node B are two equally viable options. If the outer ARQ is placed in the central ACGW, this would further provide simple means for lossless handover between Node Bs and recovery of Iub losses. 
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7.
Simulator
We performed our simulations in an event driven, Java based simulation environment. It comprises very detailed protocol implementations (TCP, RLC, MAC, AQM, …) as well as accurate physical layer model. For the simulations presented in this contribution we replaced the latter by a simple HARQ block error model with a fixed data rate air interface as simplifies analysis and comparison of protocol concepts and configurations. 

The TCP model uses state of the art features like SACK, Limited Transmit and timestamps. RLC implements the RLC Toolbox and can be used in acknowledged and unacknowledged mode. Active Queue Management controls the IP queue in the Gateway (on top of RLC). Iub Flow Control maintains reasonable buffers in the NodeB. The MAC layer builds on top of an N-Process HARQ model. Multiple QoS classes (MAC Flows) are supported but have not been used in these simulations. 
7.1
Parameter Overview

File Size (being downloaded) = [5; 25] MByte (section 3); [1; 10] MByte (section 4)
Time between consecutive downloads = [1.5 .. 5] s (TCP is reset during this time and starts the next download with a slow start)

Number of file downloads per configuration = 50

TCP's maximum congestion window size = TCP’s Advertised Receive Window = 2 MByte (window scaling to support high bandwidth delay products)

Core Network + Internet Delayone-way = 4 ms (section 3); [2; 6; 18] ms (section 4)
Core Network + Internet Loss Probability = 0.0

Core Network + Internet Bit Rate = 500 MBit/s

Iub Delayone-way = 4 ms (section 3); [2; 6; 18] ms (section 4)
Iub Bit Rate = [50 MBit/s; 100 MBit/s]
HARQ TTI = 0.67ms (section 3); 0.5ms (section 4)
HARQ RTT = 6 TTIs = 4ms (section 4); 3 ms (section 4)
HARQ Decoding Error Probability = { 0.50, 0.03, 0.005, 0.001, 0.0001, 0.0 } (for consecutive transmission attempts); In section 3 the download of the smaller file (5 MByte) has been performed with an error probability of 0.25 on the first transmission attempt)
HARQ Feedback Error Probability = 0.001

Air Interface Data Rate = 60 MBit/s (gross) ( 40 MBit/s net rate above MAC Hybrid ARQ with the Decoding Error Probability given above.
Outer ARQ in Gateway

Outer ARQ in RLC-Layer (GW & UE). Configuration similar to today’s RLC Acknowledged Mode

Active Queue Management controls the size of the IP queue in gateway
Iub Flow Control: from NodeB towards Gateway
Outer ARQ in NodeB

RLC Unacknowledged Mode between GW & UE e.g. for ciphering. 

Outer ARQ in MAC-Layer (NodeB & UE). Triggered by HARQ upon NACK(ACK detection.

Active Queue Management in NodeB controls queue size by means of AQM (dropping RLC UM PDUs)

No Iub Flow Control

8 Annex: Detailed Simulation Analysis

Other simulations have been presented before [2] showing a significant impact of the Outer-ARQ recovery delay on the end-to-end performance. In this sub-section we depict the Outer ARQ error recovery phase in detail. Furthermore, we will show TCP’s reaction to this recovery delay in a small scale as well as in terms of the overall download performance. 

Figure 5 shows an Outer ARQ trace (RLC AM trace) focusing on one error recovery phase. The x-axis shows the time in seconds while the y-axis gives the RLC sequence numbers. Red dots represent RLC PDUs being transmitted from the GW while green-blue boxes mark their reception at the UE. Furthermore, status messages are shown as yellow circles (transmitted from UE) and orange crosses (received at GW). 

At point 1) the actual HARQ error occurs. As a consequence, the re-ordering queue detects a gap in the data flow and delays further delivery to the Outer ARQ until the out-of-order delivery timer expires. In our simulations this was set to 5 HARQ RTTs (=15 ms). As soon as RLC receives the burst of PDUs (2) the “missing PDU detection” triggers a status message being sent to the Gateway. When it arrives (3) a RLC retransmission is sent over the Iub to the NodeB. Our simulation model does not yet provide a mechanism to prioritize RLC retransmissions in the transport network so that they are queued behind other data units (4). This adds another 10 ms extra error recovery delay which could be avoided by prioritization of RLC status messages and retransmissions as proposed above. Finally, the RLC receiver delivers its data in its correct order to the higher layer (5). 

It is important to note that the radio interface does not run idle while waiting for the RLC retransmissions. Instead, new RLC PDUs containing further TCP segments are being transmitted and buffered in the RLC receiver to ensure in-sequence delivery. 

[image: image7.emf]1) Residual HARQ Error 1) Residual HARQ Error

2) OoO Delivery & RLC Error Detection 2) OoO Delivery & RLC Error Detection

3) RLC Retransmission 3) RLC Retransmission

4) Buffering in NodeB (No Prio.) 4) Buffering in NodeB (No Prio.)

Note: Continuous Transmission of new data Note: Continuous Transmission of new data

5) Error Recovered! 5) Error Recovered!


Figure 5: Outer ARQ in GW: Recovery from residual HARQ error

Figure 6 shows the same time frame from the TCP’s perspective. In the left graph we highlight the point where the last segment is received at the UE’s TCP stack (1). This is when the HARQ error occurred. TCP acknowledgements are received at the Server for a couple of ms (2) and trigger transmission of further TCP Segments accordingly. When RLC recovered from the error it sends a burst of packets to the TCP receiver. Every second segment triggers an acknowledgement being sent back to the TCP sender (3). It can be seen that they arrive at the TCP sender at a higher rate (4) which also causes the TCP sender to release segments at this higher rate.
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Figure 6: Outer ARQ in GW: TCP's Reaction to Error Recovery Delay

The right graph shows the same situation from a larger distance. It can be seen that the error recovery phase causes a short gap in the data flow which is however compensated afterwards. We conclude that the recovery delay caused by the Outer ARQ protocol does not reduce the end-to-end performance as long as enough data is in flight to fully utilize the radio interface during this time. To ensure the latter, TCP’s congestion window must be large enough, which was obviously not the case in [2].

8.1 TCP Congestion Window Size

The TCP congestion window limits the amount of data that may be in flight
 between a TCP sender and a TCP receiver. If the congestion window is too small, the underlying links are not fully utilized which we note as decreased end-to-end performance. A too large congestion window causes large buffers and unresponsiveness. Basically, the TCP congestion window should be

1) at least 1 Bandwidth-Delay-Product

2) not significantly more than 2-3 Bandwidth-Delay-Products

Upon starting a TCP download the congestion window is set to the “Initial congestion window size”, which is typically set to 3*MSS
 = 4380 Byte. Furthermore, the TCP sender is in slow start mode, meaning that it may increase its congestion window by 1 MSS upon reception of an ACK. The TCP congestion window grows until one of the following conditions is fulfilled:

a) the file download finishes 

b) the maximum congestion window size (transmitter side) is reached

c) the advertised receive window size is reached

d) a packet loss is detected

The maximum congestion window size is a socket parameter of the TCP sender while the advertised receive window is configured by the operating system of the receiver. Both are quite static and should therefore be sufficiently large for all expected data rates and round trip times (therefore, we set them to 2 MByte in our simulations). 

Then, Active Queue Management should be used to control the actual size of the congestion window. This is done by dropping IP packets (= TCP segments) when a queue in the network becomes too large. Thereby, case d) in the list above is triggered which causes a reduction of the congestion window size. This results in a saw-tooth behavior of the TCP congestion window with lower and upper bounds according to 1) and 2).





























































� The application layer object bitrate directly corresponds to the download time of the file (bitrate = filesize/download time). 


� A TCP segment is considered to be in flight as long as the TCP sender has not received an ACK for it


� Bandwidth Delay Product = “Data-Rate of the bottleneck link“ * “end-to-end Round Trip Time”


� MSS = Maximum Segment Size = 1460 Byte for TCP over Ethernet.
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