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1
Introduction

A couple of proposals have been made in the past in order to cope with Iub/Iur TNL congestion ([1], [2], [3]). While recognising the benefit of some of the proposed congestion detection mechanisms, we believe that the overall congestion control framework needs further reflection. Specifically, we believe that any new congestion control mechanisms should be decorrelated from the existing (HS-DSCH) flow control mechanisms as they serve a different purpose.

Given that the existing HS-DSCH flow control mechanism has been explicitly or implicitly used as part of the overall congestion control (e.g. in [1], [2], [3]), we feel that there is a need for clarification.
Following these clarifications, the paper proposes to agree on general guidelines on any new Congestion Control mechanism and analyses some of the existing proposals in the light of the proposed guidelines.
2
Flow Control vs Congestion Control
The main purpose of Flow Control is to control the buffer occupancy in the Receiver (e.g. the Node B in the HS-DSCH case). The main purpose of Congestion Control is to control the buffer occupancy and/or the delay in the TNL transit nodes.

For the purpose of analogy consider the case of TCP:

· TCP has the Receiver Window field in the protocol header for the purpose of flow control. This field is included in every TCP segment. It indicates the Receiver’s capacity to receive new data.

· TCP has the Congestion Window mechanism (Slow Start, Congestion Avoidance) which is entirely located in the Sender and whose state is not reflected in any of the TCP header fields. The input data for the TCP Congestion Control algorithm is the congestion notification piggybacked on the user data (i.e. either implicit loss indication due to duplicate acks, or an ECN info, which was set up somewhere on the forward TNL path as a result of experienced loss or excessive delay and was looped back by the Receiver). 
· When sending new data, the TCP sender compares the Receiver Window with the Congestion Window, and picks up the smaller. This clearly shows the difference between the Flow Control and the Congestion Control.
Similar analogy can be made with other networks, like ATM or Frame Relay. E.g. both “plain” ATM and FR rely on:

· a “Forward Congestion Notification” bit in the protocol header which is set up by TNL nodes in the forward direction;
· (unspecified) “upper layer” mechanisms for relaying the congestion info by the Receiver to the Sender, and

· (unspecified) congestion control algorithm in the Sender.
A more elaborate example on Congestion Control in existing networks is the ATM Available Bit Rate (ABR) service category in which:

· The Sender generates an ABR control cell every N cells (default: N = 32, hence 3% of overall traffic);
· every TNL node (i.e. ATM switch) in the forward path sets up sophisticated congestion notification info (e.g. rate decrease/increase factors; buffer occupancy; explicit allowed rate, etc);
· this information is looped back by the Receiver on the reverse path to the Sender.

All these ATM/FR mechanisms are intended for Congestion Control and should be differentiated from the Flow Control mechanism (which in “native” ATM networks is handled at the SSCOP layer).

In summary, it can be noted that in existing networks:

· the congestion detection mechanisms are in place in the transit nodes (FECN, ECN, ABR) and/or in the Receiver (implicit loss detection), whereas
· the congestion control algorithm is in most cases in the Sender (TCP congestion window, unspecified algorithms in “plain” ATM or  FR) and exceptionally in the transit nodes (ATM ABR), but never in the Receiver.
3
Proposed Guidelines for Congestion Control on Iub/Iur
From the discussion in the previous section it follows that an overall Congestion Control framework on Iub/Iur has to consider means for:

· Congestion detection;
· Conveyance of congestion info from the Receiver to the Sender;

· Congestion control algorithm in the Sender.

Note that in case of HS-DSCH: Sender = SRNC and Receiver = Node B, whereas in case of E-DCH: Sender = Node B and Receiver = SRNC.
These Congestion Control mechanisms should be clearly decorrelated from the existing HS-DSCH flow control mechanism.
4

Analysis of Existing Proposals
[1] and [2] propose to use a timestamp (DRT) and Frequency Sequence Number (FSN) in the HS-DSCH data frames for the purpose of Congestion Detection. While being on the right track (according to the general guidelines presented in Section 3), we believe that this proposal needs to be complemented by a Congestion Conveyance means (e.g. a Control Frame by which the Node B informs the SRNC about the congestion level in the forward path). The Congestion Control algorithm in the SRNC could probably be left unspecified.
Specifically we disagree on the implied use of the existing HS-DSCH Flow Control mechanism as a means for controlling the congestion in both [1] and [2].

We also think there is an additional issue with the Delay Reference Time (DRT) proposal in that the SRNC and Node B are lacking a common clock reference.

[3] proposes to use the Node Synchronisation procedure for the purpose of Iub RTT delay measurement. In our opinion what is relevant for congestion detection is the one-way delay rather than the RTT. Specifically, in case of simultaneous presence of HSDPA and E-DCH, both the UL and the DL can become congested. In such a case the measurement of the RTT delay is not sufficient for determining where the problem is.
Note that Nortel’s proposal [4] provides a means for RTT measurement for the purpose of HS-DSCH Flow Control optimisation, but this has nothing to do with discussions on Congestion Control.

Regarding E-DCH, the situation seems to be clearer. As pointed out by Ericcson in [5] (and by Nortel in the previous meeting), the presence of the CFN+subframe number in the E-DCH FP frames already provides a common timing reference between the Node B and the SRNC and can be used for the purpose of Congestion detection. (Note: in case the Nortel’s proposal for flexible E-DCH FP [6] is agreed, the FP frame should contain the CFN corresponding to the instant of transmission of the E-DCH FP frame over Iub, in addition to the CFNs used to timestamp the individual MAC-es PDUs in the flexible package).
The CONGESTION CONTROL LIMITATION control frame (FFS) proposed in the same contribution [5] could be used as a congestion info Conveyance mechanism towards the Sender (Node B). The Congestion control algorithm in the Sender could probably be left unspecified.
Finally, it is worth noting that by allowing the HS-DSCH and E-DCH FP not to be terminated in the CRNC, we may have given away the possibility for a tighter congestion control on the Iub. For instance, in the proposed network all the congestion control mechanisms are exerted on per-flow level. In contrast, if all the HS-DSCH and E-DCH FP instances were forced to be terminated in the CRNC, then a single delay probe per TNL traffic class would be sufficient for testing the TNL delays and a common Congestion conveyance message could be used instead of per-flow messages. Given the possibility we have today to not terminate the FP in the DRNC, it is FFS whether there is a need for common (instead of per-flow) congestion control mechanisms.
5
Conclusion and Proposal
It is proposed that RAN3:

· agree on the general guidelines for Iub/Iur Congestion Control presented in Section 3;
· agree that the existing HS-DSCH flow control mechanism should be kept apart from the discussions on Congestion Control;
· further discuss the existing proposals and how they can be enhanced.
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