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1 Purpose

The purpose of this paper is to decide between the two alternatives identified as candidates for the Iur linking named here ‘early’ or ‘late’ Iur linking. 

2 Introduction

At last RAN3#40, two main alternatives were discussed for the Iur linking:

· Iur linking only at session start: Behaviour B1
· Iur linking allowed before session start: Behaviour B2
The behaviours B1 and B2 have been studied for a couple of meetings now. After the analysis, the key differentiators between pros and cons have boiled down to the following ones:

· memory capacity where it was alledged that B1was better than B2

· Iur signalling handling where it was assumed that B2 was better than B1

Without any further weighting, this resulted in a status quo 1-1 with no winner between the two. However, it is shown below that the weighting is very different between the two which gives a new perspective.

3 Description
The memory utilisation and the Iur signalling handling are deeper investigated below to show that the weight is negligible for the first one whereas important for the second one. 
3.1 Memory Utilization
The purpose of B1 is to reuse the existing R99 mechanisms and signalling to have a smooth introduction of MBMS.

With B1, the MBMS service information of a UE (i.e. the list of services to which this UE has subscribed) is simply appended to an existing R99 context existing as soon as the UE is RRC connected.

The memory utilization needed in the DRNC in the case of B1 before the session start can be simulated by the following table:

	Number of bytes for storing the service identity in DRNC
	8 octets
	Assuming the use of TMGI: 3 octets for MCC, MNC plus 5 octets gives 8 (current assumption in other groups S2, Geran, RAN2 is actually 7 or 8).

	Average Max Number of linked services per UE 
	10
	This is the average max number of services that a UE has subscribed and may have joined at a given time 

	Average Max number of calls ongoing
	5000
	This is relative to the erlang capacity of an RNC (vendor specific) 
e.g. <5000

	Average Max number of calls ongoing under DRNC 
	3000
	A factor of 60% of ongoing calls under Iur mobility and not in URA_Pch state has been considered as an example

	Total max memory occupied by the ‘linking before Session Start’ indication  in a DRNC
	30 Kbytes
	Obtained by multiplication of the above figures divided by 8000 to obtain kbytes: 8*10*3000/8000

	Same number in percent
	30 Kbytes / n
	The 30 Kbytes are usually dispatched over several processors in the DRNC


This table proves that the additional memory needed (< 10 Kbytes) is negligible.
Also this negligible number would be dimensionnable: thanks to the ‘smooth’ linking principle, this extra memory is used ‘effciently’: it is averaged all the time long. It is possible and enough to dimension in advance the < 0.001% extra memory needed to benefit from this feature. 

This demonstration is important to get order of magnitude of what is at stake. Here the argument of disadvantage for B1 of extra memory capacity is seen as doesn’t hold water.
3.2 Rush of Signalling

To the opposite, B2 presents a rush of signalling i.e. an increase of signalling handling in the DRNC which is not constant.

Peak of CPU

In B2 the list of UEs to be linked by the DRNC for a given service is given in one shot at Session Start.

This yields a peak of memory increase at that time, but this one is not important because negligible as seen above. Most important is the peak of CPU processing which compared to B1 is not smoothened over time.

Even if provided within a list, each of these UEs must indeed be handled individually and corresponds to one request to find which instance is in charge of the context of this UE, and once found to dig out the cell to which it belongs. The handling of the request is to be multiplied by the number of UEs involved by the service linking under the DRNC: this could be one thousand elementary tasks to perform at same time if we take for example one third of the 3000 connected users above interested in the starting MBMS service.   
Consistent decision with PMM-idle UE
The decision should be aligned with the recent similar case of RRC connected PMM idle UEs.
For the RRC connected PMM-idle UEs, the RAN2 (or enhanced RAN2) solution has been recently decided.

In the RAN2 solution, whenever a UE becomes RRC connected, the SRNC is informed of the joined services and this is stored in the UEs context of the SRNC and removed with the context if the UE returns idle before the session start. 
This early or ‘smooth linking’ in SRNC is similar to the one in DRNC for B1: in B1 whenever the UE becomes RRC connected (except URA_PCH), the DRNC is informed of the joined services and this is stored in the UE context of the DRNC and removed with the context if the UE comes back idle before the session start. 
Similarly also, for the RRC connected PMM idle UEs, a competitive solution had been proposed (by S2) for a bulk linking at session start:  S2 had proposed some meetings ago that the SGSN would provide at session start to the RNC the list of all PMM-idle UEs having joined an MBMS session in order to check the ones that may be engaged in a CS call. 
The list was also in that case potentially evaluated huge in the order of several hundreds UEs. For each of these UEs, the RNC would have also needed to retrieve the existence of a context just in order to see if a given UE is engaged in a CS call. This peak of enquiry in the RNC was ruled out and triggered RAN2 to come up with the alternative ‘smooth linking’ solution above-described which has been retained in the end.
Similarly, to spare the DRNC like the SRNC was, the ‘smooth Iur linking ‘should be retained in alignment against the ‘bulky Iur linking’ at session start.

4 Conclusion & Proposal   

This analysis has compared the ‘smooth Iur linking’ and ‘bulky Iur linking’ proposals and demonstrated that:

· the memory impact of the two solutions is negligible, 

· the processing peak of the bulky Iur linking has real impact and should be avoided consistently with the recent decision for the handling of RRC-connected PMM-idle UEs.
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