3GPP TSG-RAN3 Meeting #41
Tdoc: R3-040304
Malaga, Spain, 16th – 20th February 2004
Title:
Cell - UE split, Open issues

Source:
NEC

Agenda:
11.2.1

For:
Approval

1 Introduction
This contribution addresses the list of open issues in TR 25.897 for the cell / UE split architectural proposal. We focus on the open issues that are not specifically covered in other contributions.

2 Open issues

2.1 Open issue 1 - Negative effect of the Iui interface on the delay performance of RRC.

New open interfaces do not necessarily introduce delays to existing behavior. The fact is that the only one case where a similar interface has been open in 3GPP before is in the CS-CN and, despite the many claims that it would obviously introduced extra delays to CC procedures, this has not been the case (at least not from user perspective).

For the case of RRC, the delay in current implementations is "implementation specific" and there is no intention to change this and define anything like maximum RRC delays per procedure. Therefore, it is perfectly possible that an RCS / UPS split actually behaves better than any current implementation. 

The departure point of this open issue is the assumption that, because of a new open interface, the implementation will behave worse, RRC-delay wise, than the same implementation with a closed (optimized) interface. This actually compares an implementation with another version of itself and, therefore, has no formal base for a comparative analysis.

2.2 Open issue 2 - Applicability and role of MEGACO in Iui

NEC has no strong position on using MEGACO in Iui. The proposal of MEGACO is based on implementation experience with this protocol in similar type of interfaces and in the fact that it seems to be the existing widely accepted standardized solution.

NEC proposes that, for the time being MEGACO is mentioned as a possible option but that it is left open that other options be evaluated as well.

2.3 Open issue 3 - Multiplicity of RCSs, UPSs and their relationship and redundancy

NEC proposes that an m x n relationship exist between RCSs and UPSs. By m x n we mean that an RCS can control m UPS (m >= 1) and a UPS can be controlled by n RCSs (n >=1).

n and m can be perfectly configurable by the operator. In this sense n can be set to 1 when the RCS is connected to existing R99/Rel-4/Rel-5 CN if it is considered that this CN can not handle the n > 1 case.

2.4 Open issue 4 - Termination and forwarding of NBAP in UPS

NBAP is used to:

a. Control Iub transport connections at TNL and RNL levels.

b. Control radio interface resources in NodeB.

For point "a", it would be appropriate to have this functionality located in UPS, since all user plane resources at TNL and RNL level reside in UPS.

For point "b", since radio resource control part in NBAP is completely linked to RRC it may seem obvious that this functionality should be terminated in the same node as RRC, i.e. in RCS. This would basically lead to a rather "clean" user plane / control plane split and would reduce Iui traffic. However there are two basic advantages to have a clean UE / Cell split with NBAP terminated in UPS and RRC terminated in RCS:

1. The RCS is fully decoupled from other network nodes. It only controls terminals and performs actions to request other network nodes to assign resources to terminals, but it does not terminate the control protocols that directly control resources in those nodes. I.e. an RCS is not "formally" in control of a specific "geographical area".

In this way, if an RCS fails, only the current connections established through that RCS are affected. Service availability is not stop in any geographical area, because UPSs can select a different RCS to handle UEs while that one is down (or overloaded for that matter).

2. Re-planning in specific areas (addition of NodeBs, sectors, carriers, etc) can be done in general without affecting RCSs. Often these re-planning does not significantly increase RRC load. For the cases when RRC load is significantly affected, an RCS can be upgraded or a new one installed with minimum impact on other RCSs.

Increased Iui traffic does not necessarily need to lead to performance degradation during "normal" operation. The fact is that "performance" is a concept linked to complexity and the overall level of complexity for the UE / Cell split is hardly higher than that of other architectural proposal or the current RNC architecture. By this, it is meant that time consumed in Iui load can perfectly be "recovered" in faster processing by simpler nodes.

2.5 Open issue 5 - Increased O&M when distributing cell related functions to UPSs

Cell configuration information, currently residing in RNC, resides only in UPS. So there is in principle no increase O&M because of this.

2.6 Open issue 8 - Signalling load in RCS, UPS, RCS/UPS relocation vs. SRNC relocation (some internal signalling now external)

This open issue comes from section 2.2 in R3-040086.

SRNS relocation messages and message sequence for the RCS / UPS architecture is identical to that described in the current version of Rel-5 specifications. Therefore there is no increment on signalling load per SRNS relocation event compared to the current architecture. However, there may be an increase on the number of SRNS relocation events, which is addressed in open issue 7 and treated in a separate contribution.

3 Proposal

NEC proposes that the explanations above are included for each open issue in section 6.3.4.5 in TR 25.897, and that these open issues are closed.


























































































































































