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1 Purpose

The purpose of this contribution is to decide which QoS parameter should be passed via RNL over Iub.  


2 Introduction

An agreement was made at last RAN3#38 to pass via RNL the QoS indication that allows a receiving node to apply a symmetrical IP TNL QoS for uplink and downlink traffic if it so desires.

Three candidate solutions were discussed recalled in Annex  A. The first one  (traffic class) was ruled out.  It was also agreed  to not  consider the ‘direct DSCP solution’  alone if  concerns  from Orange  are raised. Finally, it was agreed to go for a generic TNL QoS that  needs  to be  further  studied (e.g.  semantics to  be  précised)  and  which  might include DSCP. 

3 Description

In RAN3#37, Nortel showed in tdoc 031367 that though the DSCP alone solution was a valid alternative, the TNL QoS solution was the most optimised when considering a scenario including more than one diffserv networks. The TNL QoS solution demonstrated to be more optimised from configuration point of view and also to provide a better QoS granularity and also to be more future proof. 

During the discussions, the main important concern raised before making the decision was that in the other scenario of a single Diffserv domain in the network, which was not covered by Tdoc 031367, the DSCP alone was however more straightforward. In addition, importantly, it is believed that 90%of the scenarios pertain to this second case.

It is therefore proposed in this paper to keep solution 2 (i.e. allow the sending of the DSCP alone) to optimise the 90% of scenarios and also to keep the advantages of the TNL QoS solution 3 for the multi-differv domains case presented in 031367 and also for  future. There are actually two ways to achieve this:  

· define the DSCP as part of the semantics of the TNL QoS, 

· keep both solution 2 (DSCP alone) and solution 3 (TNL QoS) both allowed and switchable by O&M.

It is proposed by this paper to retain the second way presented in the attached NBAP CR in tdoc R3-031542. This second way means practically a single binary flag in the nodeB. When the flag is set to true, the nodeB will directly diffserv mark its uplink packets with the value received in the RNL field labelled TNL QoS IE without further interpretation nor intelligence. When the binary flag is set to false, the TNL QoS will be interpreted as defined in solution 3 of Tdoc 031367.

4 Conclusion and Proposal

Nortel proposes to agree on the attached release 5 CRs in  tdoc R3-031542. The CR introduces one 8-bitstring IE in NBAP which meaning is set by O&M either to DSCP alone or to TNL QoS. It allows the receiving node to apply in uplink a symmetrical QoS but does not mandate it. 

5 Annex A:  

5.1 Traffic Class  Solution

A change has already been introduced in release 5 to give the Traffic Class IE over Iur so that the DRNC can calculate a TNL QoS for the Iub when IP is used on the Iur: this is figured out on the following drawing:
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However, even knowing the Traffic Class IE, the DRNC may not select the same TNL QoS for the uplink of Iur than the one selected by the SRNC for the downlink of Iur when DRNC desires so. It means that even for this scenario, passing  a more  accurate indication of TNL QoS would have been beneficial  to estimate the uplink QoS. 

Passing the Traffic Class IE via Iub for the nodeB would consequently somehow reproduce the same error and even a much more scalable error on the Iub for the following  reasons:

· The nodeB  has even less QoS information than  a DRNC in general: it doesn’t  have the frame handling priority, the A/R priority;…so that  the Traffic Class alone would not be helpful enough,

· The Traffic Class IE can take only  four possible values whereas the granularity of the TNL QoS that is suitable to trace in IP networks roughly corresponds to the number of desired per hop behaviours  to apply in the network and which is much  greater  than  four.

For all these reasons, it is believed that Traffic Class IE doesn’t match the requirements.  To the opposite, the two following solutions could meet the requirements:  

5.2 Annex  A: Direct DSCP Solution

Operators may use existing equipment to build their Diffserv networks or may share a private IP network. This can result in DSCP usage restriction either because of limitations from the equipment or limitations from shared operation.  As a consequence, it will be often difficult to harmonize DSCP usage between the different networks.

Therefore, without speaking of restrictions, for many reasons, the per hop behaviours in two different DS-networks have little chance to be the same and little chance to be flexible enough to be harmonized via SLA when the two networks are connected.

In the full configuration solution, DSCP mapping tables are defined in all UTRAN nodes for all combinations of possible diffserv domains. Two types of mapping tables to be stored in every RNC:

The first type indicates for all the peer RNCs connected via Iur to which Diffserv domain they belong: since the Iur can be potentially far away extended, this table can be huge.

The second type is a translation table between the DSCP codepoint settings of this receiving RNC and the settings of the Diffserv domain to which belongs the originating RNC. This is more or less the same translation table as used between the two Diffserv domains at user plane interface. This translation table may have been agreed at the time when SLA has been made.

However, there will be several tables corresponding to this second type in every RNC: There can be as many such tables stored in every RNC as there are Diffserv domains to address (or at least reachable via Iur).
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 Figure 3: Mapping Tables to be defined in every RNC. Here example of the tables to be kept updated in the RNC C.

This proposal is based on the fact that DSCP is the only IP QoS mechanism that has been specified in IP UTRAN Option, even if the use of other IP QoS mechanism are clearly not precluded.

5.3 Annex  A:  Generic TNL QoS Parameter  Solution

Whereas the DSCP harmonization is difficult, if not impossible between several diffserv domains, it becomes possible by  defining an upper level parameter that becomes locally mapped in a particular Diffserv Domain.

This TNL QoS parameter is passed at RNL instead of the DSCP as presented in the figure below:
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As can be seen from the picture above, every node defines its own mapping table between TNL QoS & DSCP depending on the IP diffserv domain it is associated to.

The table is simple and reduced and permanent: it does not care about what diffserv domain the other nodes may be associated to nor of the DSCP values used and defined in other, remote diffserv domains. 

The local mapping is independent of the rest of the network i.e. it is not affected by remote changes that may be done on these points.  For example, any creation of a new Iur towards a new RNC will not affect the table to the opposite of the DSCP solution for which addition of diffserv domain and associated mapping tables take place.

The advantages of the TNL QoS solution compared to the DSCPsolution in term of configuration can be summarized as follows:

· Less number of configuration tables in every RNC,

· Local mapping independent of remote changes i.e. if some remote RNCs change of provider, restriction of DSCP…

· More flexibility if other IP QoS methods happen to be used since not tightly coupled to DSCP (local use of RSVP…).

5.4 Annnex  A:  Comparison of the solutions from QoS standpoint

The TNL QoS solution can also provide the benefit to offer a finer granularity to define the return (uplink).QoS path.

In the simplified example below, the sending RNC (RNC C) had only 3 DSCP values to be used whereas the target RNC (RNC A) can use 15 values in its Diffserv Domain.

With the DSCP solution, the target RNC receives the value 3 and cannot translate it better than into the coarse range 11-15 with a finer accuracy i.e. Value 11 could be used.

In the TNL QoS solution, the exact TNL QoS value is passed to the target RNC with a potential granularity corresponding to a 8 bits range (256 values) that indicates to it what was the original exact QoS requirement from the sending node with a better granularity than 3 values (here TNL QoS=26); the target RNC can thus perform its own independent mapping in a much more accurate way i.e. could decide DSCP 13 in the example.

The example is figured out in the following drawing where TNL QoS26 is mapped respectively onto DSCP3 in network C and onto DSCP13 in network A:
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5.5 Annex  A: Conclusion  and Proposal

This analysis shows, that even if the DSCP solution is a valid alternative, the TNL QoS solution is better from configuration point of view  (sections 3&4) and provides a better QoS granularity (section5). It is also more future proof.
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