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1 Introduction

This paper is an answer to Siemens in their contribution R3-031332 “TNL QoS for IP Transport Option” [1].

2 Discussion

2.1 Issues of TNL-based solution (in-band) raised at RAN3#37

Issue 1 –
It cannot be guaranteed that the first packet always comes from the RNC.

Siemens Answer: Not an issue. The DSCP value representing the most stringent QoS class is the default value.

Alcatel Answer: 

"Most stringent" needs some form of admission control and some resource reservations to guarantee the QoS. If everything is set to most stringent by default, admission control must be very conservative with respect to the transport network resources (risk that all sources insist on their guarantees at the same time), otherwise the flows inside the best class disturb each other.

Consequences

1- The default UL QoS will impact the radio resources with regards to other connections, and therefore their QoS (because CAC in the RNC would be based on a different QoS). 

2- Unexpected change of QoS during a session will lead to a strong unexpected jitter that the receiver side has to cope with.

Issue 2 –
The mechanism is nasty to implement.

Siemens Answer: This is an implementation issue. The vendor has to choose a smart implementation.

Alcatel Answer: The issue is linked to the processing power required in the NodeB compared to an RNL solution: indeed the NodeB has to extract the DSCP of each packet one by one in the DL user plane, and when it changes, has to inform the UL user plane to force UL DSCP. This leads to:

1- additional processing in the NodeB, proportional to the bitrate, and this does not depend on the implementation.

2- dependency of DL and UL user plane processing.

What are the effects of a slow copy? Are high copy delays acceptable so that a software solution is still possible?

Issue 3 –
In order to restart the fetch-mechanism if the same address/port is reused later for a new flow, it needs to signal internally some end-criteria for using this port and start hunting again for the first.

Siemens Answer: Not an issue. The UL value is updated packed by packet from the receive side.

Alcatel Answer: Same comment as above. 

In addition, if QoS class is changed from high delay to low delay, packet reordering can occur (the second packet is transported faster than the first one). Does FP survive this? Is the user plane also robust against reordering? 

Moreover, changing the QoS packet by packet causes some instability, i.e. unexpected burstiness. How would the traffic description of the uplink direction look? This burstiness could cause an intermediate router to drop even more packets in uplink than the few dropped in downlink.
Issue 4 –
If the DSCP changes on the fly because one or several packets were downgraded by an intermediate router, the Node B will decide an incorrect UL DSCP.

Siemens Answer: Not an issue because this should not happen during regular operation of the network. If it yet happens, because of wrong configuration of network resources, then the UL direction immediately follows the downgrade. The TNL always behaves symmetrical because the UL DSCP value is updated packed by packet from the receive side and thus just emulates a wrong configured ATM network.

Alcatel Answer: This will not happen only in wrong configurations, but when there is a congestion somewhere in the network. And there is no reason to downgrade the uplink when the congestion only occurs in the downlink. This is an unneccessary degradation and the demand for "symmetry" should not be overstressed.
2.2 Additional issues (Alcate commentsl)

Issue 5: QoS determination in the Uplink

If during transit the DSCP is mapped to less classes due to an upgrade of some DSCPs to the same value, the NodeB cannot undo this loss of information in the TNL example. RNL protects the DSCP information against the transport network,

but still will have some trouble to be totally symmetrical. This seems to be a general problem of chaining different QoS classes:

the QoS experienced on the way back may be different, but RNL makes the best of it because O&M can add some help-info in the RNL IE to select the best DSCP at NodeB.

And a downgraded UL QoS may have very bad consequences for the Last Mile QoS efficiency: if the Last Mile has 8 QoS classes thanks to ML/MC-PPP, then it would not be possible to apply the most appropriate QoS class. This will lead to a waste of bandwidth on links that are very costly.


[image: image1.wmf] 

Diffserv

 

e.g. 8 QoS classes

 

Diffserv

 

e.g. 8 QoS classes

 

Diffserv

 

e.g. 4 QoS classes 

 

ER

 

ER

 

NB

 

NB

 

RNC

 

IP1

 

Last Mile

 

ML/MC

-

PPP

 

e.g. 8 QoS classes

 

IP3

 

IP2 

= poor range of QoS classes

 

With TNL solutions, all 

UL QoS classes over Last 

Mile and over IP3 cannot 

be used

 


No further possibility to get a UL QoS different from DL QoS.

In ATM transport option, Q.2630 (ALCAP) does not allow to assign different QoS for UL and DL. 

UTRAN evolutions may lead to assign different QoS for UL and DL with new further services. For example, a further PS Streaming Service could lead to assign a Streaming traffic class in the DL, and a Interactive class for the UL used for RTCP frames. 

It is not future safe to definitively prevent QoS asymmetry between UL and DL.    

Issue 6: use of RSVP

RSVP is an unidirectional protocol. The source sends Path (Tspec, Adspec) with downlink parameters only to the destination. The destination computes the RSpec (for downlink flow). The destination sends Resv (Rspec) to the source along the same path i.e. across the same routers. 


[image: image2.wmf] 

Source 

 

NE 

 

Destination 

 

NE 

 

Path (TSpec, AdSpec]

 

Path (TSpec, AdSpec]

 

Path (TSpec, AdSpec]

 

Resv [RSpec]

 

Resv [RSpec]

 

Resv [RSpec]

 


Traffic Specification (Tspec) represents the source parameters:

r: token bucket  rate  

b: bucket depth 

p: peak rate 

m: minimum policed unit 

M: maximum datagram size
AdSpec is updated by all intermediate NEs and gives to the destination an estimation of the delays along the path: 

Ci: local delay value (rate independent) 

Di: local delay value (rate dependent)

Ctot: end-to-end sum=Sigma Ci

Dtot: end-to-end sum=Sigma di

Csum= partial sum

Dsum= partial sum
RSpec is the bandwidth for the downlink traffic computed by the destination from Tspec, Adspec and its own capabilities: 

R: requested service rate  

The Node B has to be the source for the Uplink traffic. Today, the UL peak bitrate and the UL guaranteed bit rate, etc. could be completely different from the DL peak bitrate, DL guaranteed bitrate, etc. Then the question comes: how could the NodeB set the Tspec parameters for the Uplink i.e. r: token bucket  rate, b: bucket depth, p: peak rate, m: minimum policed unit, M: maximum datagram size, without RNL parameters?
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Comparison between RNL (out-of-band) and TNL (in-band) solutions

This table is based on Siemens contribution [1] table:

	Problem
	RNL based approach
	TNL based approach *
	RNL
	TNL

	Configuration issues
	Siemens: The RNL entity of the RNC must have knowledge about the transport network in order to assign the proper DSCP value for the UL (the value depends on the DiffServ Domain to which the destination NodeB is pertaining to). 

Alcatel: 

1- In almost all the cases, the RNC and the NodeB will be in the same IP domain, and the configuration is similar as for the TNL based approach (Generic TNL QoS = DSCP);

2- In exceptional cases, the RNC and the NodeB could be on different IP Domains.The RNL entity of RNC must be configured to map RNL QoS (RAB parameters) to Generic TNL QoS. 
	Siemens: No additional configuration needed

Siemens: For the TNL approach it is assumed that the operator has configured the DiffServ Domain(s) symmetrically (i.e. a QoS class has the same DSCP value in DL and UP direction. Otherwise a DSCP translation table must administered additionally.

Alcatel:  The RNL entity of RNC must be configured to map RNL QoS (RAB parameters) to local DSCP codepoints. 


	-
	=

	Change of DiffServ Domain because of rerouting in the TNL
	Siemens: The UL direction may use a wrong QoS class unless the operator recognizes (how?) the re-routing within the transport network and re-configures the table accordingly (see point above). 

Alcatel:  Not correct: The NodeB always receives a Generic TNL QoS value that indicates the local DSCP for UL. There is no risk of using a wrong QoS in UL. 

Unexpected changes should be impossible because the SLA must guarantee a certain QoS and the DSCP used. Reassigning the DSCPs on the fly to a different behaviour without informing NodeB would also kill the Siemens translation table
	Siemens: The UL side automatically adapts to the DL side. 

Alcatel:  Where is the difference with RNL here since UL QoS is always correct with RNL solutions?
	=
	=

	TNL /RNL independence
	Siemens: Complex implementation issues expected, because the RNL entity normally isn’t (and shouldn’t be) aware whether IP or ATM transport layer is used. 

Alcatel:  Why? It is exactly the same as with TNL solutions. See comment in the TNL column. The only difference is that the QoS is piggybacked in a RNL message, but this is similar to Iu-ps or IPTR transport address.
	Siemens: no dependency 

Alcatel:  There is a similar dependency as in the RNL solutions since RNL layer always performs the mapping between RNL QoS (RAB parameters) to TNL local DSCP codepoints. This is also true for ATM Transport Option (ALCAP QoS [TNL] is determine locally from RAB parameters [RNL]).


	=
	=

	Interference with other protocols
	Siemens: As other solutions shall not precluded, RSVP is an alternative for assigning DSCP values. It’s open how to resolve the clash between simultaneous use of RNL RSVP protocols. 

Alcatel:  RSVP is unidirectional and there is a need to send a Generic QoS to NodeB for the UL. 
	Siemens: no dependency 

Alcatel:  RSVP is unidirectional. How the NodeB knows what is the UL QoS parameters, bitrates, etc without using RNL parameters? It seems that there is an issue here with TNL solution. 
	+
	-

	Implications with the new TNL-QoS IE
	Siemens: Unclear which messages shall use the new IE (e.g. RL Reconfiguration, … ?). 

Alcatel:  it is very clear. Not applicable. 
	Siemens: not applicable 


	=
	=

	Flexibility for DL/UL asymmetry
	Alcatel:  embedded in the RNL solution.
	Alcatel:  not possible.
	+
	--

	UL QoS determination by the NodeB
	Alcatel: not applicable. RNL protects the DSCP information against the transport network
	Alcatel:  the UL QoS determined by the NodeB could be downgraded/upgraded and has bad consequences on the Last Mile efficiency.
	+
	--

	Determination of UL QoS in NodeB when no packets from RNC
	Alcatel:  not applicable
	Alcatel:  the use of a default QoS will lead either to de-sequencing or to strong jitter and to QoS impacts to other connections.
	+
	-

	Processing power


	Alcatel:  no need to look at the downlink DSCP. 
	Alcatel:  compared to RNL solution, NodeB must extract the DSCP of each packet and process it.
	+
	-

	Reuse of same address/port for a new flow
	Alcatel:  not applicable
	Alcatel:  The UL value must updated packed by packet from the receive side
	+
	-

	DSCP changes on the fly due to congestion
	Alcatel:  not applicable
	Alcatel:  UL DSCP will be donwgraded because a congestion in the downlink. 
	+
	-


3 Conclusions and proposal

The RNL solution also has its advantages because it explicitly allows to control the uplink QoS. Don't trust too much in the transport network operator. Maybe all DSCPs have been mapped to the same value on their way through the network cloud (all flows upgraded to real time) until the packets arrive at NodeB. This loss of DSCP-information cannot be compensated by NodeB without RNL IEs. The RNL IEs cannot be destroyed by the transport network. 

Anyway, transport QoS is still an upcoming feature and the NodeB should be protected against the mess from the transport network.
It is proposed to agree on RNL solutions.
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