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Introduction

UTRAN evolution study item was created to look into possible evolution of the UTRAN architecture and to study the benefits of the evolved architecture.  In this context, Lucent Technologies would like to propose the following architecture.
6.3.5 Proposal of Distributed RAN Architecture

6.3.5.1 Overview

The purpose of this contribution is to enable the UTRAN to fully exploit the benefits of an IP-based network between CN and Node Bs. It provides more scalability and enables service differentiation down to the radio access node for better adaptation to future needs and to reduce cost of the transport network. The proposed architecture preserves the air interface (Uu) with minimal impact on the Iu interface.

6.3.5.2 Distributed RAN

The main obstacle for the implementation of IP in the UTRAN is the radio specific processing of user traffic far away from the radio interface with the need to carry radio link frames with highest quality of service irrespective of the required QoS at application level. Therefore those functions, which interact with the air interface are separated and distributed into each radio access node.

6.3.5.2.1 Separation of Control and User Plane

As user and control plane scale differently in future data communication, they need to be processed and carried separately. In this contribution, the control traffic from CN shall address a (centralized) RAN Server whereas the user traffic is directly routed to an extended Node B. This new Node B terminates the Iu interface for the user traffic and performs the necessary radio specific processing (Intelligent Node B = iNode B). The control part of Iu is terminated in the RAN Server.

6.3.5.2.2 Evolved Architecture

In this contribution, the former RNC is separated into two elements: The RAN specific part migrates into the RAN Server, whereas the cell specific control functions become part of the new iNode B. Cell specific processing of user-traffic (PDCP/RLC/MAC etc.) is exclusively performed by the iNode B. This Distributed RAN architecture is presented in Figure xx.
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Figure xx: Distributed RAN Architecture

Iu traffic shall be split into a control part (Iu_c) and the user part (Iu_u). Iu_c terminates at the RAN Server and Iu_u at the iNode B. Control information between RAN Server and iNode B shall be transferred via the new Iui interface. Each iNode B provides an Iur interface for handover.

6.3.5.2.3 RAN Server

Except of the user traffic handling, the RAN Server behaves similar as the former RNC. It manages mobility inside the RAN and the necessary Iu bearers for control and user traffic (Iu_c and Iu_u). For the control part of the Iu interface, the RAN Server behaves like a regular RNC from the CN point of view. For the user part of the Iu interface, the iNode B acts as the former RNC.

Furthermore, the RAN Server manages micro-mobility (i.e. mobility inside UTRAN like paging and iNode B relocation) via Iui, whereas radio-mobility (i.e. mobility between adjacent iNode Bs as soft or softer handover) is autonomously managed by the iNode B itself. 

6.3.5.2.4 iNode B

The iNode B is based on the legacy Node B extended by the distributed function of user plane  processing from the former RNC. It also contains the cell specific radio resource management. This enables the iNode B to manage its radio resources autonomously. On demand, they are requested from the RAN Server via Iui interface.  Soft-handover is managed between adjacent iNode Bs via the Iur interface. The general architecture of the iNode B is shown in Figure yy.
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Figure yy: Intelligent Node B (iNode B)

The former Iub interface becomes an internal interface of the iNode B and Iu_u is terminated in a module inherited from the RNC. 

6.3.5.3 Benefits and drawbacks

With relocation of cell specific radio processing and user specific data handling into the iNode B, in conjunction with separation of control and user plane, the proposed architecture provides service differentiation down to the radio access node. Furthermore, both can be scaled separately, which makes adaptation to future requirements (service scenario, load conditions, UTRAN extension) more flexible. In addition, means for traffic engineering may be implemented in order to reduce the cost of the transport network, based on IETF protocols. 

The separation of control and user plane, together with processing the user-traffic in the radio access node allows the integration of different radio technologies (eg. Wireless LAN). The interaction between RAN-Server and access node must be adopted (i.e. Iui interface) to the specific control requirements. Because user traffic is carried in IP packets down to the access node, Iu_u does not require specific adaptation.

Not a real drawback but a more complex handling is necessary to implement handover functionality. 

With relocation of Iur down to the iNode B each iNode B is (logically) connected to its neighbours. The serving iNode B performs the necessary radio specific processing to serve its own Uu interface and transfers the RLC/MAC PDUs simultaneously to the drift iNode Bs. The user-traffic in question is transferred twice on the link between the last access router and the serving iNode B: Once as IP packet and after processing as stream of RLC/MAC PDUs.

6.3.5.4 Interworking with Existing Architecture

Because the CN sees a standardized Iu interface, interworking with legacy RAN is seamlessly possible, except of soft handover between legacy NodeBs and iNodeBs. This would require a “Iur Distribution Function” at the boarder between both RNS’s.

6.3.5.5 Specification Impact

With the termination of RANAP in the proposed RAN Server and handling of RRC in each iNode B, a new interface (Iui) has been introduced. This would be subject of further standardisation work in order to keep the multi-vendor capability.

6.3.5.6 Open issues

Soft handover handling between legacy RAN and Distributed RAN

Proposal

It is proposed to include this architectural proposal in the TR 25.897 along with the architectural proposals for study.
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