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1. Introduction
1.1 Scope and Outline

In [25.881] there are currently two possible solutions proposed on how to handle Common Radio Resource Management (CRRM).

The proposed solutions are:

The centralised CRRM server concept (described in [25.881] section 6.1) is the solution where parts of the handover cell prioritisation is performed in a centralised server. This means that RNCs/BSCs are reporting cell load measurements to the centralised server, and when a handover shall be executed, the RNC/BSC requests the CRMS server to prioritise and select best optimal cell.

The integrated CRRM concept (described in [25.881] section 6.2) is the solution where RNC/BSC exchanges measurements on cell load on a new RNC/BSC interface (or on Iur, Iur-g). When a handover shall be executed, the target cell is chosen by each node respectively (RNC/BSC).

This contribution analyses the two proposed concepts and lists advantages and disadvantages for the respective solutions. This in order to build a base for the discussion and decision on which solution that is preferable.

Section 2 lists and discusses the pros and cons with the different solutions, section 3 concludes the discussion and section 4 proposes changes to [25.881]. 

1.2 Assumptions

This contribution assumes that the inter system handover algorithm can be split into three parts:

1. Measurement collection, i.e. collection and evaluation of measurements.

2. Handover triggering and selection of most suitable cell

3. Handover execution, i.e. handover signaling to other network elements and UE.

It is important to understand that the above discussed concepts (centralised and integrated) do not differ in functionality, but only in how the functional split shall be performed. Actually the discussion could be broken down to whether cell prioritisation shall be performed over an open interface as in the centralised concept, or be done in a proprietary way, as in the integrated concept. 

These differences are illustrated in Figure 1.
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Figure 1: Principles: Centralised vs Integrated concept, Functional split
2. Centralised CRRM Server vs Integrated CRRM

2.1 Multi-vendor compatibility

The sole purpose with standards is to have equipment from different vendors to inter-work in an efficient way. Typically this is done by having a pure client server approach, where the client request an action, and the server performs the action in a clear and specified way. Examples of this client server approach can be found in all specifications, for example how an S-RNC commands a D-RNC (via RNSAP) or in similar manner an UE (via RRC).

A significant advantage with the client server approach is that there is no need to specify the algorithm that triggers the request. Instead this is left for implementation, which allows for different vendors to invent and evolve their own solutions.

The centralised sever concept, is keeping the client server approach, as:

· Measurements are requested by the CRRM server and reported by the RNS/BSS. In this case the CRRM server acts as client and the RNS/BSS acts as server.

· Decision on best cell (or prioritisation of cell list) is requested by the RNS/BSS and the action is performed by the CRMS server. In this case, the RNS/BSS is acting as client and CRRM server as server.

It can be seen that with this approach, although there are three nodes involved (possibly from three different vendors) there is only one algorithm in charge of taking the decision. This means that each algorithm have a clear responsibility and will therefore easily interact with the other nodes.

In the integrated CRRM concept, the client server approach is partly removed. 

· Measurements and information exchange are requested by the RNC/BSC respectively and reported by the other part. Here the client server approach is kept.

· Decision on best cell, is taken by each node on its own, meaning that there is no harmonisation between the algorithms in RNC/BSC respectively.

The RNC and BSC are communicating via a new Iur like interface, but different algorithms (possibly from different vendors) are in charge of the same decision. Which node is in charge, varies with time. It can be seen that with equipment from different vendors, the operator will need to tune the algorithms in order to avoid for example ping-pong handovers.

Conclusion: From a multi vendor perspective, the centralised CRRM server concept seems more appropriate.

2.2 Implementation Flexibility

Figure 1 (section 1.2) gives also an indication on possible implementation aspects. The figure implies the following differences between the concepts:

· The integrated CRRM concept defines only measurement exchange between the controllers, while the cell prioritisation is kept proprietary (i.e. internal in the controller). As a consequence, the only implementation option is a distributed implementation of the CRRM.

· The centralised CRRM server concept, define not only the measurement exchange but also the prioritisation of cells on open interfaces. As a consequence, the CRRM can be implemented in two ways: either as a free-standing server, or as a part of any of the controllers. 

This means that while the integrated CRRM concept mandates only one implementation, the centralised concept allows for the implementation of both a centralised or and integrated approach. This is shown in Figure 2.
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Figure 2: Different implementation options with the centralised CRRM server concept.
Conclusion: The centralised CRRM concept will allow for a higher degree of implementation freedom.

2.3 Future Extendibility

Possibilities for future extensions are of high importance when selecting solution. There are three scenarios that can be foreseen:

1. Some extensions can be introduced without affecting the specified interfaces. If for example an operator wants to control the traffic depending on time of day, geographical location (at least on cell level), generic policies on different services to different systems, it would have the following impact on the two solutions:

· In the centralised CRRM server case, the vendor of the CRRM server could introduce this functionality without affecting the current RNC/BSC software. It would simply be that cells are weighted differently depending on above conditions in the cell prioritisation process.

· In the integrated CRRM case, the same functionality could of course be supported, but would require the operator to convince not only one but two different vendors (or possibly three vendors for GSM, UTRAN FDD and UTRAN TDD) so that all RNC/BSCs have the same functionality implemented. Further, the tuning of the algorithms (with different O&M systems) would be more complex (similar to the discussion above, section 2.1).

2. Other extensions would need changes of the specified interfaces in order to be introduced. It is not foreseen that any solution would be beneficial from this point of view.

3. A deployment of a new radio access technology (for example UTRAN TDD) in a mature network would in the centralised CRRM server case require update of the CRRM server with an interface towards the new controller. In the integrated CRRM case, every controller in the area, would need support for the new interface towards the new controller.

Conclusion: It seems likely that the centralised CRRM server concept has advantages when it comes to the introduction of new features.

2.4 Procedure delay

Section 6.2.1 of [25.881] (describing the integrated CRRM), implies that the integrated CRRM would mean faster handover times than for the centralised server concept.

Such a statement can of course be motivated with the extra signalling delay that the centralised concept needs in order for the RNC/BSC to request prioritisation of cells from the centralised CRRM server.

However, it is important to put that extra delay into perspective to the whole handover procedure.

A handover typically consists of the following steps:

· UE and Node B performs measurements.

· RNC/BSC takes decision on handover

· One of:

· [Centralised CRRM]: RNC/BSC request optimal cell from CRRM sever.

· [Integrated CRRM]: RNC/BSC decides on optimal cell based on cell measurements.

· The handover is executed.

In all normal cases, measurements are normally averaged before decision is taken. This means that several measurement reports needs to be received before any decision is taken. This process takes several seconds. 

In addition, [25.133] states that the interruption time during the handover is depending on whether the UE is synchronised to the target cell or not.  If the UE is not synchronised to the target cell when the handover is executed, the interruption time will be higher with degraded QoS as a consequence. This means that allowing the UE to achieve synchronisation before the handover is executed is crucial for any type of network operation.

For UTRAN to GSM handover, this means that the UE need to have confirmed BSIC on the target GSM cell. Depending on the compressed mode pattern used, this process takes from 1.44 to 5.20 seconds. For GSM to UTRAN handover the requirements are of similar order.

Summing up, above statements show that any well performing inter system handover takes in the order of 2-5 seconds to perform. It is obvious that any extra delay due to signalling to a centralised CRRM server, is negligible.

Similar investigations can be done for other functions, but it should also be noted that regardless of concept, the vendor will most likely let the operator configure in which cases the handover to another system should be considered or not. This means that for some functions, for example channel type switching, inter system handover might not be an option.

Conclusion: Both the centralised CRRM concept and the integrated CRRM concept are expected to have similar performance in terms of procedure delay.

2.5 Interfaces

It might be of interest to study the number of interfaces required to support the both solutions.

Note that only studying the number of interfaces is not completely fair, as the centralised CRRM concept in addition to measurements also needs to exchange signalling for cell prioritisation. 

The number of interfaces are anyhow relevant, as it is not only an signalling load issue, but also a network configuration question.

Figure 3 shows how the number of required interfaces, grows with the number of controllers in a certain area.
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Figure 3: Number of Interfaces as a function of number of controllers in a certain area.
From the figure we do the following observations:

· The centralised concept grows linearly with the number of controllers, while the integrated concept grows exponentially. 

· Although the number of controllers are expected to be low, 2-4 seems to be realistic numbers, especially if we considering that network deployment limitations might cause several controllers for the same system in the same area, and that some operators might require a separate controller for UTRAN TDD.

Another aspect to consider is where in the network topology the extra signalling takes place. Figure 4 shows the two different solutions, and marks where in the network the extra signalling is needed.
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Figure 4: Extra signalling with respect to CRRM. Red arrows show where extra signalling is needed for the both solutions.
From Figure 4 we see that regardless of solution chosen, any additional signalling will take place in the higher part of the network topology, where bandwidth constraints are not of the same order of magnitude as in the lower parts of the network topology. 

Conclusion: From a interface point of view, the integrated CRRM concept seems to have advantage if the number of controlling nodes are small. If the number of controlling nodes increase, the number of required interfaces increase exponentially. The extra signalling for both solutions takes place high up in the network topology.

2.6 Scalability

Another important aspect with the two solutions is how scalable they are towards different traffic demands.

This is an issue that of course is depending on implementation, but the following general statement can be done:

· In the integrated CRRM concept there is a tight relation between the CRRM functionality and the capacity of the RNC/BSC, as the requests are processed in the same node.

· In the centralised CRRM server concept the CRRM server can be dimensioned completely independent of the other nodes.  This means that an operator could more easily adapt his network due to different traffic conditions, and network deployment.

Conclusion: The integrated CRRM concept seems to be more limited in terms of scalability.

2.7 Cost Issues

Evaluating the solutions from a cost perspective, is of course of great importance, but also one of the most difficult tasks as the cost is highly depending on the chosen implementation. However, some general statements are worth to be highlighted here:

· Both solutions include the same functionality. They differ on how the functionality should be distributed on different nodes. Therefore, irrespective of solution, the extra processing due to common radio resource management will be more or less the same. This implies that extra costs due to processing upgrades will not differ significantly.

· If chosen, the centralised concept will be specified as a new logical node. This does however not limit implementation in any aspect, and the logical node might in some implementations be collocated physically with the RNC/BSC. Thus extra costs for a new node, are not obvious. 

· Whether it is cheaper upgrading existing hardware, or providing a new node is completely depending on respective vendors implementation. Thus no conclusion can be done on that aspect.

Conclusion: Non of the concepts is expected to be significantly cheaper than the other. Cost is highly dependent on implementation aspects and therefore difficult to use as a performance measure. 

2.8 Standardisation Effort

Another aspect of the two solutions is the amount of work required in order to produce good, multi vendor specifications.

· The centralised CRRM server concept will need the following specification effort:

· Small updates on general architecture description.

· 2 new interfaces (CRMS – RNC/BSC and CRMS – CRMS). The need for a CRMS – CRMS interface is not evaluated yet.

· The CRMS – RNC/BSC interface will include two modules, measurement exchange module (the same module as the RNSAP common measurements) and cell prioritisation module (new module).

· The CRMS – CRMS interface will include one module, measurement exchange (exactly the same as the CRMS – RNC/BSC measurement module).

· The integrated CRRM concept will need the following specification effort:

· Small updates on general architecture description.

· 1 new interface RNC – BSC. 

· The RNC - BSC interface will include one module, measurement exchange module (exactly the same as the CRMS – RNC/BSC measurement module).

It seems that the specification effort will be slightly smaller if the integrated CRRM concept is chosen. However, the centralised CRRM server concept does not introduce any significant obstacles that would make the standardisation process lengthy.

It is however very questionable if the specification effort is a relevant argument when selecting concept. Best technical solution and future extendibility should be of far higher importance.

Conclusion: The integrated CRRM concept seems to give a slightly smaller specification effort. It is however questionable if this is a relevant argument for choosing a solution.

3. Conclusions

In this document we have discussed and commented different aspects of the two proposed solutions for Common Radio Resource Management between RNS and BSS.

The conclusions can be summarised as follows:

Multi-vendor compatibility
From a multi vendor perspective, the centralised CRRM server concept seems more appropriate.

Implementation Flexibility
The centralised CRRM concept will allow for a higher degree of implementation freedom.

Future Extendibility
It seems likely that the centralised CRRM server concept has advantages when it comes to the introduction of new features.

Procedure Delay
Both the centralised CRRM concept and the integrated CRRM concept are expected to have similar performance in terms of procedure delay.

Interfaces
From a interface point of view, the integrated CRRM concept seems to have advantage if the number of controlling nodes are small. If the number of controlling nodes increase, the number of required interfaces increase exponentially. The extra signalling for both solutions takes place high up in the network topology.

Scalability
The integrated CRRM concept seems to be more limited in terms of scalability.

Cost Issues
Non of the concepts is expected to be significantly cheaper than the other. Cost is highly dependent on implementation aspects and therefore difficult to use as a performance measure.

Standardisation Effort
The integrated CRRM concept seems to give a slightly smaller specification effort. It is however questionable if this is a relevant argument for choosing a solution.

From the above table it is clear that the centralised CRRM server approach has more significant advantages, both for operators and for vendors. 

We would particularly like to emphasise the multi-vendor compatibility and implementation flexibility issues, as the integrated CRRM concept means forcing a proprietary solution where the centralised CRRM server concept allows for more implementation flexibility while at the same time providing open interfaces.

4. Proposal

It is proposed that:

1. Section 2 in this document is included as a new section 6.3 Evaluation, in [25.881].

2. The following text is included in section 7 Agreements and Associated Contributions:

"According to section 6.3 Evaluation, RAN3 concludes that the centralised CRRM server concept as described in section 6.1 is adopted as the solution for Common Radio Resource Management between RNS and RNS/BSS."
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