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1  ATM at Layer 2
It has already been understood that no protocol below IP layers shall be prohibited. However, in order to ensure multi‑vendor deployment and to ensure a smooth cost effective deployment of IP based UTRAN, a protocol should be mandated as a default stack. The purpose of this paper is to demonstrate that an ATM based stack such as pppmux/ml/mc/aal5/atm at layer 2 is a good solution for the mandated protocol stack through some migration scenarios.

1.1 Introduction of IP Based node B

It has been already widely assumed in the TR [1] that both UTRAN end nodes will co-exist : 

“In Release 00, UTRAN(s) may have both ATM and IP transport networks. 

The transport technology choices of an UMTS operator will vary. Some will use AAL2/ATM. Others will use IP and others will use both AAL2/ATM and IP. Following requirements with regards to ATM and IP transport network coexistence shall be met:

· The specifications shall ensure the co-existence of ATM and IP Transport options within UTRAN.”

Incumbent UMTS operators will continue to use their ATM-based  R99/R4 UTRAN nodes at the time they will start to deploy IP-based R5 UTRAN nodes. The UMTS operator will try to capitalize on its ATM-based investments as much as possible. 

One typical example is to realize the last mile with microwave links like it is done for more than 50% cases in GSM.
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When a new node B is introduced for additional capacity, the operator will wish to capitalize on its existing equipment previously deployed by reusing the microwave.
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In this example, the operator will benefit from statistical gain by sharing the microwave link using ATM switching.

1.2 Introduction of IP Based RNC

Like the introduction of new IP based Node B, RNC deployment will follow the similar path.
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In the above example, the RNC is connected to the IP router reusing already deployed ATM switches. 

The RNC and IP router are using static ATM VP/VC, pre‑configured once for all: there is no transport control plane signalling like as in R99. 

In case the ATM/IP coexistence is realized by dual stack RNC, the RNC is already connected to an ATM switch from release 99.

1.3 Deploying new IP Transport Network

The migration to IP scenario described above does not, of course, prevent an incumbent operator to deploy pure IP based transport for new areas or in areas where all R99 nodes are replaced:
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As shown in the diagram, once a purely IP based transport network is deployed/migrated to, any layer below IP might be used (in the diagram it is shown as xxx, yyy, zzz) as IP will be the unifying protocol. 

Hence, the operator capitalises on its investment while smoothly migrating towards a full IP network.

1.4 Bit rate considerations

As already stated in the TR [1], the mandatory protocol stack below IP layer is largely an interworking concern when the same bit rate is used between two peer UTRAN nodes . I.e., 

if the bit rate is E1/T1/J1 then ATM layer should be mandated.  
1.5 Summay

It order to benefit from smooth migration scenarios for an operator to introduce the IP Transport option in its existing network, together with optimised return on previous investment on deployment of ATM transport network, it is proposed that the existing framing ATM is the one that is mandated as default. This does not, of course, prevent any other below IP layer protocols, to be implemented in the UTRAN nodes.

Since AAL5 is the classical adaptation layer used together with IP, the mandated stack is PPP with extensions PPPmux,  ML/MC on top of AAL5/ATM to be used over E1/T1/J1 links.

2 Proposal

It is proposed that section 1 is captured in the Study Area (Chapter 6) of the TR [1].

It is also proposed to capture the following statement in the agreement section of the TR [1]:

“The use of one exclusive L2 protocol shall not be standardised for IP transport. One or a limited set of L2 protocols shall be specified and required. The use of any L2 protocol fulfilling the UTRAN requirement towards layer one and two, shall not be precluded by the standard. The PPP protocol shall be supported by each UTRAN NE for IP transport.

UTRAN NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression, the PPP extension PPPmux, ML, MC and the AAL5/ATM framing.

3 References

[1] TR 25.933 "IP Transport in UTRAN Work Task Technical Report", Source: Rapporteur (Alcatel).
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