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1 Purpose
The purpose of this paper is to propose an efficient  layer 2 (framing) based on ATM as mandated supported stack for the point to point interworking case. 

2 Introduction
The following statement has been agreed at last ip utran meeting (see [1]): 

“The use of one exclusive L2 protocol shall not be standardised for IP transport. One or a limited set of L2 protocols shall be specified and required. The use of any L2 protocol in the UTRAN NEs shall not be precluded by the standard. The PPP protocol shall be supported by each UTRAN NE for IP transport. “.

Today, an agreement still needs to be made on the L2 framing to be used below PPP since we want no intermediate equipment to be used when same bit rate is being used. On slow bandwidth links such as E1/T1, there are two valuable alternatives below cUDP/IP: use an HDLC based framing protocol or an ATM based protocol stack. This paper proposes the ATM framing in order to facilitate a smooth migration from ATM to IP based UTRAN.

3 HDLC vs ATM
On slow bandwidth links such as E1/T1 there are today two alternatives :
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The first solution is described in [2] which is an ietf working group internet draft.

The second solution is described in [3] and is also an ietf working group internet draft.

In the stack presented at the right, the aal2 layer plays exactly the same role as ML- MC- extensions of the hdlc based PPP stack at the left and also implicitly the MUX- function as aal2 CPS muxes the aal2 streams into the ATM VP/VC. 

The aal2/atm also presents the benefit from being already implemented in the R99 node Bs.

4 Smooth Migration from ATM to IP
As stated in section 5.5 of the TR25.933, “the transport technology choices of an UMTS operator will vary. Some will use aal2/atm. Others will use IP and others will use both aal2/atm and ip”.

When IP nodes will start to be deployed, there will be an already important installed based of aal2/atm based node Bs and operators are not going to throw them away and replace them because of return on invest. Therefore they will install new IP node Bs besides the existing aal2/ atm BTS  and expects the maximum efficiency in so doing.

4.1   Trunking effect

With aal2/atm framing, it could be possible for example to chain R99 nodeBs and the atm based IP nodeBs to benefit from maximum trunking effect :
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Also, Having ATM based lower layers will obviously enable operators to leverage their existing infrastructure.

4.2   Leverage ATM infrastructure

The following figure shows that an UMTS network could be comprised of IP and ATM clouds and the retained solutions has to be efficient with all the possible cases :
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In particular the proposed protocol stack works for both P-to-P and routed case: if a node B only supports this, the operator can evolve to connection to an IP router or make some move BTS as is very usual today in GSM networks.

There will be a large overlapping time, after the R99 nodes have been deployed, during which this optimisation will be cost effective for operators to leverage their ATM infrastructure.

5 Bandwidth efficiency
In terms of bandwidth efficiency, the aal2/atm is essentially as efficient as the hdlc even combined with pppmux :

5.1 CUDP/IP/PPPmux/ML/MC efficiency

The basic hdlc/pppmux encapsulation brings with 4 bytes plus 3 bytes per flow as presented in the scheme below (see also [2]) :
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In addition there is 2 bytes per flow when using the extension ML-MC (see [4]) and 3 bytes/flow of cUdp/IP .

If we consider three scenarios consistent with the real time constraint of segments always less than 300 bytes, the multiplexing scheme will be either :

1. one multiplex flow: payload size is 40 bytes, 

2. three multiplexed flows: payload size is 120 bytes, 

3. six multiplex flows: payload size is 240 bytes.

In particular for voice for which bandwidth efficiency is the most critical, this leads to a maximum of 6 multiplexed flows. The total overheads will be :

	
	One flow
	Three flows
	Six flows

	overhead
	14
	34
	64


5.2 CUDP/IP/AAL2/ATM efficiency

The CPS header is derived from [3] and brings with 5 bytes per flow as follows :

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-

|           +          +         +         +          +             +        | 

|    CID    +    LI    +   UUI   +   HEC   + Protocol +             +        | 

|           +          +         +         +    ID    + Information + CRC-8  | 

|           +          +         +         +          +             +        | 

|    (8)    +    (6)   +   (5)   +   (5)   +  (8/16)  +             +  (8)   | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      Note: The size of the fields denote bit-width

The ATM cell header will bring an average of 5 bytes per flow in addition and one byte of offset fied, which leads to a total overhead as presented in the table below :

	
	One flow
	Three flows
	Six flows

	overhead
	11
	33
	66


5.3 Comparison pppmux/ml/mc/hdlc with aal2/atm efficiency

Obviously, the efficiency of the alternative solutions is derived from the overhead and depend on the number of multiplexed flows : 

	
	One flow
	Three flows
	Six flows

	Cudp/ip/Pppmux/ml/mc/hdlc
	74%
	78%
	79%

	Cudp/ip/Aal2/atm
	78%
	78%
	78%%


This comparison shows that both solutions are essentially equivalent in terms of bandwidth efficiency. 

6 QoS efficiency
6.1   Voice quality

In terms of QoS, the aal2/atm has been specifically designed for real-time voice flows to the opposite of hdlc. 

For example, aal2 has been specifically designed to pass the frame through even in the case there is a bit errorred in the payload, since there is some voice recovery mechanisms used at receiver appllication layer to cope with it. To the opposite, the CRC of the HDLC will cause the frame being discarded and the recovery mechanisms will not be able to play their role at application level.

6.2   Packet loss

Also, when PPP-ML MC is combined with pppmux, the problem is even worse since one bit errored is enough to cause all voice multiplexed frames being dropped. With aal2, the loss of an ATM cell only causes the loss of the packets that are included in that cell only (most of time only one voice frame instead of several).

6.3   Delay

Delay is critical for real-time applications. 

In pppmux/hdlc there may be a significant delay incurred by waiting for the complete pppmux packet to be received before delivering the individual flows. This delay increases with the number of multiplexed flows in the hdlc frame.

With aal2, both the segmentation and reassembly and multiplexing functions are peformed in the aal2 CPS layer. Because of the definition of the aal2 CPS function, a multiplexed payload will be extracted as soon as it is received. The CPS receiver does not wait until the many payloads of an aal2 multiplexed frame are received before removing payloads from the multiplexed stream. 

The same benefit also applies to aal2 CPS sender implementations.

7 Summary

It has been shown that a framing such as aal2/atm below PPP was at least as efficient as PPP-ML-MC on slow bandwidth links such as E1/T1 and are optimized for real-time flows.

In addition, this framing eases the migration from deployed R99 networks to IP based networks in the coming years for the operator. It also optimizes the efficiency of the networks mixing the two technologies as this will be the case during the transition time of several years.

8 Proposal

Therefore, if an IP stack is to be mandated as default support on UTRAN nodes having slow bandwidth interfaces such as E1/T1 for ease of the multivendor P-to-P interworking case, Nortel proposes that this stack be : cUdP/IP/PPP/aal2/ATM.

It is proposed that the following text is modified/added in the section 7.5 ”layer 1 and layer2 independence”:

“The use of one exclusive L2 protocol shall not be standardised for IP transport. One or a limited set of L2 protocols shall be specified and required. The use of any L2 protocol fulfilling the UTRAN requirement towards layer one and two, shall not be precluded by the standard. The PPP protocol [ 11. ] shall be supported by each UTRAN NE for IP transport. UTRAN NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression and the  AAL2/ATM L2 framing below PPP.”
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� The mandate for PPPmux is currently a Working Assumption 
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