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1. Introduction

This contribution presents the need to decompose FP payloads into smaller units for IP transport option. That discussion is part of the study area on bandwidth optimisation, paragraph 6.3 in [1].

Two techniques to solve this issue are commented to show why it is preferable to implement it at transport layer or above to avoid too much complexity in IP layer and in the transport network. That also allows a better efficiency.

2. Need for segmentation/fragmentation

2.1. Maximum size for IP packets

The following items justify the reasons why a maximum size shall exist for IP packets: 

· Internet Protocol does not require lower layer to transport payloads of any size. A parameter ( MTU: Maximum Transmission Unit) is defined for each network, to which higher layer must adapt. Routers are required to forward IP packets up to 68 bytes without fragmenting them, as stated in [3]. Hosts are not required to receive IP packets larger than 576 bytes. These values reflect only the minimum MTU, but in general it is constrained by layer 2 technologies. Typical values are 1500 bytes for Ethernet and 4470 for FDDI.

· On the Last mile link between a Node B and an Edge Router, one forwarded IP packet pre-empts the access to the medium for a duration proportional to the payload size. In order to guarantee some Quality of Service, a limit shall be put on the packet size, so that low priority packets cannot block real time packets. On a 2Mbs link, a 3ms link blocking corresponds to 750 bytes.

· In an IP network, the deployment of QoS features is not sufficient to ensure guarantee of service. The network shall be correctly dimensioned, so that the expected service can be provided.  The provisioning of resource must be done with some over-dimensioning factor depending on the maximum packet size. The bigger the real-time packets, the more resource will be necessary.

For all previous reasons, a maximum size of some hundred bytes is expected for IP packets transporting user and control planes data.

2.2. Size of Frame Protocol payloads to transport

For the user plane transport, voice Frame Protocol payloads are certainly smaller than this maximum size. But for packet data FP payloads it can be longer than this value:

In order to estimate the maximum size of a FP PDU a ‘worst case’ is regarded. Assuming the maximum FDD net data rate of 384 kbps and a maximum TTI of 80ms this would result in a possible maximum RLC block size of 3840 bytes (384.000 bits * 80ms / 8bits) every 80ms.

It is clear that these Frame Protocol payloads will not fit into small IP packets. In order not to impact Radio Network Layer protocols, a segmentation/re-assembly function is needed in the transport layer.

3. IP fragmentation 

Internet Protocol provides some means to transport payloads larger than the Maximum Transmission Unit. One proposal could be to use it, not only because of MTU constraint but also for the other reasons presented in 2.1. The consequences of such a choice are presented hereafter.

3.1. Feature description for IPv4

In IPv4, any intermediate IP layer on a path between two hosts can fragment an IP packet to adapt to layer 2 maximum size (MTU). The IP packet originator can optionally forbid that fragmentation.

The fragmentation is indicated with a set of fields in the IP header: identification, two flags and fragment offset. These fields:

· Identify all fragments corresponding to the initial IP packets;
· Indicate the intermediate fragments and the last one.

· Identify the offset of each fragment in the original IP packet;

    0                   1                   2                   3   

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |Version|  IHL  |Type of Service|          Total Length         |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |         Identification        |Flags|      Fragment Offset    |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |  Time to Live |    Protocol   |         Header Checksum       |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                       Source Address                          |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                    Destination Address                        |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                    Options                    |    Padding    |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 1: Example Internet Datagram Header, taken from [3].
In IPv4, these fields are mandatory and are 4-byte long. A fragmentation is indicated with the flags and the fragment offset field.
When a fragmentation is indicated, the IP header cannot be compressed. This fact is mentioned in [2]:
       If the IPv4 header is for a fragment (MF bit set or Fragment

       Offset nonzero), or there are options (IHL > 5), all fields are

       RANDOM (i.e., if the header is compressed all fields are sent

       as-is and not compressed).


Previous text implies that when an IP packet corresponds to a fragment, the full IP header must be sent in all circumstances and there is no gain from header compression.

This is very restrictive since header compression has been foreseen in proposed solutions for user plane IP transport ([7], [9]).
Another important concern is the implementation of this feature: it is clear that many applications or transport protocols are aware of MTU size and adapt their payload size to this value. Not so many packets are fragmented in IP networks, which implies that this feature is rarely implemented in hardware. That could be a difficult concern to both fragment packets and provide fast forwarding in intermediate routers.

3.2. Status in IPv6 
In fact many applications or transport protocols propose means to cope with small IP packets for large payloads. The trend is to prefer end-to-end fragmentation between higher layers. TCP and SCTP propose solutions for this issue.

In IPv6, the decision has been taken to limit the scope of IP fragmentation. Hosts are given means to discover the MTU between them, thanks to the P-MTU (Path MTU) discovery. Only end nodes can fragment IP packets.

The field identifying the fragments is no more mandatory but it is larger (8 bytes). When IP header is compressed, it is as long as 6 bytes. Which is quite a lot compared to all other optimised fields in the protocol stack.

3.3. Conclusion


It is not recommended at all to use IP fragmentation to transport large Frame Protocol payloads in small IP packets because of wasted bandwidth.
If IP fragmentation could not be avoided, it should be done only end-to-end. By doing so, the solution would not rely on intermediate routers capabilities and performance and would be in line with IPv6 evolution.
4. CIP segmentation

4.1. Proposed solution

The basic idea when proposing to segment large Frame Protocol PDU in CIP is to handle it in a layer above IP ([8]). This function basically is the same as the one proposed by TCP or SCTP: solve the issue of sending small IP packets to transport large payloads.

Two alternatives are possible to identify the segments to be reassembled:

· Number each segment so that the destination entity can reassemble them in the right order and detect any missing segment: this sequence numbering needs an IE in CIP to identify as many segments as the longest FP payloads correspond to;
· Identify each segment by an offset representing the place it takes in the original Frame Protocol payloads. This is the solution used by IP fragmentation and TCP byte streaming.

SCTP implements the first solution.

Moreover, one may notice that the numbering of segments is relevant for each transport bearer/ Connection Identifier. It can be beneficial to indicate the segmentation only when needed to further increase bandwidth efficiency. 
4.2. Conclusion

A mechanism was presented to segment large FP payloads into smaller IP packets, while making an efficient usage of bandwidth and without preventing the use of IP header compression.

5. Proposal

It is proposed not to rely on IP fragmentation feature for efficiency and optimisation reasons. A mechanism is shown that solves the issue in CIP layer on top of IP.
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� That reason is basically the same that justifies small cell size in ATM, to provide QoS.





TSGR3#14(00)1718

page 3/1

