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1 Introduction

In the last RAN2 meeting, there were some discussions on possibility of HFN desynchronization and usage of full 32-bit COUNT as PDCP SN [1-2]. This paper discusses possibilities of HFN desynchronization and PDCP SN size in split bearer with high data rate.
2 Discussion
2.1 PDCP RTT and HFN Desynchronization
During radio bearer setup (e.g. RRC connection setup or RRC connection reconfiguration in LTE), PDCP SN size is determined by peak data rate, typical PDCP SDU size, and PDCP RTT. PDCP SN size could be set conservatively to prevent PDCP SN shortage due to unexpected large L2 latency. 
Therefore, PDCP RTT, data rate, SDU size and SN size should satisfy the following inequality:
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If PDCP RTT exceeds the max RTT value (i.e., right hand side of inequality (1)), unnecessary PDCP discard or HFN desynchronization happens. These cannot be detected at either TX or RX side by the current PDCP operation. In turn, the connection may not work. Table 1 shows the max RTT values for 20 Gbps data rate and 1500-Byte SDU size
	PDCP SN Size
	15-bit
	18-bit
	20-bit
	32-bit

	PDCP Window
	16,384
	131,072
	524,288
	2,147,483,648

	Max RTT
	9.8ms
	78.6ms
	314.6ms
	1288.5sec


Table 1. PDCP RTT for 20 Gbps data rate and 1500-Byte SDU size
In current LTE, the largest size of PDCP SN is 18-bit whose max RTT value is 78.6ms for 20Gbps peak rate. One question is whether this max RTT value is really sufficient and always greater than PDCP RTT or not. 
The PDCP RTT should include the following delay components:
- TX Queueing Delay: As soon as PDCP SN is assigned by TX PDCP, the PDU is moved to RLC in either MeNB or SeNB in dual connectivity. The PDU may be queued at RLC or MAC sublayer until DL/UL grant allocation. However, network decides the grant allocation by considering not only buffer status of/for UE but also channel quality and other connected UEs. Therefore, it is not easy to avoid the queueing delay. This does not make any problem in single connectivity because adjacent PDUs experience the similar delay. However, in dual connectivity, if PDUs via one leg experience the large queueing delay and PDUs via the other leg do not, then the difference of actual transmission time increases PDCP RTT. The length of this delay is about about tens of TTIs, depending on air/network condition.
- HARQ/ARQ Retransmission Delay: HARQ and ARQ retransmissions increase air latency. One could argue that retransmission is a rare event in peak rate scenario. But, in order to achieve high rate, high MCS with relatively high target first BLER (e.g. 0.1) can be set for air efficiency. Additionally, CQI mismatch due to sudden signal drop may increase the BLER suddenly. Finally, HARQ feedback error may happen. This feedback error leads to packet loss in RLC UM or ARQ retransmission in RLC AM. The length of this delay is about tens of TTIs.
- Network Delay: In dual connectivity, PDUs transmitted via SeNB experience X2 delay including congestion. Table 2 shows the network latency for different types of non-ideal backhaul. Depending on network deployment, we may assume tens of milliseconds for this delay.
	Backhaul Technology
	Latency

	Fiber Access 1
	10-30ms

	Fiber Access 2
	5-10ms

	Fiber Access 3
	2-5ms

	DSL Access
	15-60ms

	Cable
	25-35ms

	Wireless Backhaul
	5-35ms


Table 2. Non-ideal backhaul latency [3]
By considering all these delay components, PDCP RTT is estimated about 10-100ms in dual connectivity. This means that current PDCP RTT and 18-bit PDCP SN may be underestimated for high data rate. In real deployment of NR, unnecessary PDCP discard and HFN desynchronization possibly happen. Thus, we need to discuss extension of PDCP SN.
Observation 1. 18-bit PDCP SN may not be sufficient for massive amount of data. HFN desynchronization and unnecessary discard may happen due to long X2 latency.
Proposal 1. Extension of PDCP SN size can be considered to prevent HFN desynchronization or unnecessary discard.

2.2 Full COUNT as PDCP SN
In the last meeting, there was a proposal that full 32-bit COUNT can be used as PDCP SN to prevent HFN desynchronization [1]. As shown in Table 1, max RTT of 32-bit SN is more than 1200sec (=20min) which is an unrealistic value. Moreover, compared to 18-bit SN, full COUNT whose size is 32-bit will have 2^(32-18)=2^14=16,384 times larger SN space. This means that 16,384 times larger size SN management is required, e.g. reordering buffer or ARQ during handover. The size of PDCP status report can increase up to 2.1Gbit=2,147,483,648-bit, which also increases complexity of both UE and network side. 
Observation 2: Using full 32-bit COUNT as PDCP SN seems too big.

Proposal 2: Using full 32-bit COUNT as PDCP SN should be precluded.
3 Conclusion

Based on the above, RAN2 is requested to discuss and capture the following proposals as a baseline of NR user plane:
Proposal 1. Extension of PDCP SN size can be considered to prevent HFN desynchronization or unnecessary discard.

Proposal 2: Using full 32-bit COUNT as PDCP SN should be precluded.
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