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1	Introduction
In RAN1 #86bis, the following agreements were reached regarding congestion control for PC5-based V2X:
Agreements:
· Channel busy ratio (CBR) is defined for the congestion measurement over PC5 in V-UEs
· CBR is the portion of sub-channels whose S-RSSI exceed a (pre-)configured threshold observed during (working assumption: 100 ms).
· Only the sub-channels included in the resource pool are used for the measurement.
· FFS whether additional separated measurement is needed for SA pool.
· For a UE in Mode 3, the eNB indicates a set of resources on which the UE perform this measurement
· For a UE in Mode 4, the measurement is pool-specific.
· A UE measures at least on its current TX pool(s).
· FFS whether a UE measures on a pool which is not its current transmission pool.
· RAN1 will not optimize this measurement to address the case of multiple TX pools
· UE Reporting of CBR to eNB is supported
· Details up to RAN2 including any possible additional averaging at higher layer
· Send LS to RAN2/4 to inform this agreement.

In this paper, we address the remaining aspects for congestion measurements and propose a simplified congestion control mechanism for PC5-based V2X. This paper builds upon the basic proposal for congestion control as presented in our prior contribution R1-1609960.

The paper is organized as follows:
· Section 2 discusses the open aspects in CBR measurement,
· Section 3 provides our proposals on DCC for LTE-V2V. The background discussion on generalized framework for DCC is also summarized in this section, with the details captured in Appendix A.
· Section 4 provides discussion on decentralized vs localized CBR measurements (i.e. sharing of CBR measurements with other UEs)
· Section 5 provides a brief discussion on congestion control / load balancing across multiple channels
· Section 6 provides the simulation results

2	Channel Busy Ratio (CBR) measurement
In RAN1 #86bis, the following agreement was reached on the CBR measurement:
·  CBR is the portion of sub-channels whose S-RSSI exceed a (pre-)configured threshold observed during (working assumption: 100 ms).
· Only the sub-channels included in the resource pool are used for the measurement.
· FFS whether additional separated measurement is needed for SA pool.

In this subsection, we address the FFS aspects above.

Measurement interval of 100ms: We propose to confirm the working agreement of 100ms to be consistent with the harmonized standard EN 302 571.

Separate CBR measurement for SA pool: We propose to use separate measurements over the set of resources SA and Data, respectively. 

The main motivation for this proposal is that congestion measurement / congestion control cannot be based on measurement over only a part of the channel (or resource pool in our case). There can be cases when SA resources are congested, while the data resources (or even the overall set of data + SA resources) are not congested. Hence separate measurements over SA resource and Data resources, respectively, should be done. 

For the case of non-adjacent SA and Data, if we define the CBR measurements over data resources only, then we are using congestion information from only part of the channel. This is not desired from congestion control mechanism viewpoint, and moreover looking at partial channel will be inconsistent with the approach used in EN 302 571. 

For the case of adjacent SA and Data, CBR measurement over the entire sub-channel (including SA + Data) can be done. However, this does not reflect the case when SA is congested, while overall the resource pool for SA+Data is not congested. Furthermore, given that we should define separate CBR measurement over SA pool for the case of non-adjacent SA and data transmission, we propose we can use the separate measurements over SA pool for both adjacent and non-adjacent SA and data transmission scenarios.

Observation 1: Congestion control should not be based on congestion measurement over only a part of the resource pool, i.e., only the data resource pool.
Observation 2: It is possible for SA resources to be congested, while data and/or the entire set of resources (for data and SA together) are not congested. 

Proposal 1: Confirm the working agreement of 100ms as CBR measurement interval.

Proposal 2: Define separate CBR measurement for SA pool.
3	Congestion control mechanism for LTE-V2V
3.1 	Generalized formulation for decentralized congestion control (DCC)
In our prior contribution R1-1609960, we derived the generalized framework for DCC that is used in EN 302 571. Further we provided discussion on the specializations to that formulation for 802.11p based on which the existing requirements are specified. 
For brevity, we have moved that discussion to the Appendix A and simply capture the key observations made in the discussion below.
Observation 3: The existing DCC requirements in EN 302 571 are based on the following (generalized) principle
· Measure channel busy ratio (CBR) as the ratio of resource utilized over a measurement period
· If CBR exceeds a desired CBRlimit:
· Estimate the number of UEs in neighbourhood (Nsta) as 
· Compute a limit on the maximum fraction of resources (CRlimit) that can be used for transmission as , i.e. equal division of resources among the UEs in neighbourhood.
Observation 4: The existing DCC requirements in EN 302 571 are based on the following specialization of the generalized formulation:
· CBR and CRlimit is derived assuming TDMA access (i.e. busy time = Ton/(Ton + Toff))
· f() is assumed to be linear (i.e. CBR = a * Nsta + b)
Observation 5: Linear mapping from Nsta to CBR as used in EN 302.571 is not sufficient for LTE-V2V. For LTE-V2V the mapping between CBR and Nsta should be (pre-) configurable.
Observation 6: For LTE-V2V a generalized formulation of CRlimit should be adopted to account the FDM nature of LTE-V2V and can be considered as limit on the fraction of time-frequency resources occupied.
Observation 7: For LTE-V2V the CBRlimit should be configurable and should be on a PPPP basis.

3.2 	Proposal on DCC for LTE-V2V
Based on the observations in the previous subsection, we formulate the following proposal for congestion control mechanism for LTE-V2V.
From the previous subsection, a generalized proposal is to limit the resource utilization (CR) when the channel is congested as follows:
If , then

where
· f() is (pre)configured
· CBRlimit is (pre)configured, and can be different for different PPPPs.
CRlimit is the limit on the fraction of radio resources that the UE can be utilized for its transmissions over a measurement period of Xms (where X should be larger than CBR measurement period of 100ms to avoid oscillations, and X=1000ms was observed to work well in our simulations).
The benefit of the above formulation is that the (pre)configuration is minimized – only one f() needs to be preconfigured independent of the PPPP, while multiple CBR limits can be (pre)configured for different PPPPs.
However, a simplification of the above formulation is also possible by abstracting . The only drawback of this abstraction is increased (pre)configuration since F() will then have to be different for different PPPPs (to achieve different CBR limit for different PPPP). With the simplified formulation, the proposal is then summarized below.
Proposal 3: The UE is (pre)configured with the limit on the fraction of radio resources as a function of the CBR measurement, e.g.
	CBRmeasured
	CRlimit

	CBRmeasured ≤ 0.65
	no limit

	0.65<CBRmeasured ≤ 0.7
	1.7e-3

	0.7<CBRmeasured ≤ 0.75
	1.5e-3

	…
	…


where
· CR limit is the limit on the fraction of radio resources that the UE can be utilized for its transmissions.
· For a transmission on subframe ‘n’, the CR limit applies using the measurements:
· CBR is measured over (n-a-100, n-a] subframes
· CR usage of the UE is measured over (n-a-1000, n-a]
· The Table is (pre)configured per PPPP

Proposal 4: Additionally, the UE can be (pre)configured with limits on MCS and/or number of HARQ transmissions based on the CBR measured.

Note that the essence of the proposal is as envisioned in EN 302 571 – CBR measurement reflect the ratio of resource utilized, so a direct backoff method to reduce congestion is to limit the amount of resources a UE can utilize if the channel is observed to be congested. 
It should be also noted that including transmit power as one of the transmission control parameters (to reduce congestion) may not help with the system performance. This is because congestion control is enabled when the system is interference limited, and hence reducing transmit power will not help improve the SINR at the receiver UEs. 
4 	Decentralized vs Localized CBR measurement
In the discussion so far in 3GPP, we looked at decentralized congestion control. One drawback with decentralized congestion mechanism is that it’s difficult to guarantee fairness in the system. For example, consider the intersection scenario depicted below.


Figure 1: Example intersection scenario to show that fairness may not be possible to achieve with decentralized congestion measurements (i.e. own CBR measurement only).

The cars in the intersection will observe a CBR higher than the cars on the lanes (to which other lanes are shadowed) and will thus backoff more due to the DCC mechanism. This leads to unfair utilization, where the cars in the lanes get to occupy a higher fraction of resources as compared to the cars in the intersection. Furthermore, the performance also degrades since the cars in the lanes are causing more interference to the cars in the intersection.
An alternate mechanism is to use localized CBR measurements, where each UE includes the observed CBR along with its packet transmission. All the UEs then base its estimate of CBR of the channel based on its own measurement, and also the measurements received from other UEs. In the above example, this will lead to the UEs in the lanes to know that the UEs in the vicinity (in the intersection) are observing a higher CBR, and should thus backoff more than as suggested by its own measurement alone.
As a proof of concept, the results below (Figure 2 and Figure 3) show the improvement of localized congestion measurement over decentralized measurement. It can be observed that the performance (PRR vs distance) improves (Figure 2). The fairness advantage can be seen by covering the CDF of the CBR measured at the UEs (Figure 3). In the decentralized measurement case, the CBR measured is above CBR limit (0.65) with a strong tail with higher CBRs due to UEs at the intersection. In the localized case, it can be observed that some UEs now observe even lower CBR (i.e. in the lanes) and the tail corresponding to the UEs in the intersection improve. Note that the improvement is a function of the averaging used (e.g., results used average CBR over all UEs. If max{} is used instead, tails will improve further). 
	[image: ]
[bookmark: _Ref466029114]Figure 2: PRR vs distance performance for Urban 15kmphr scenario, comparing decentralized vs. localized CBR measurement.
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[bookmark: _Ref466029115]Figure 3: CDF of CBR measured at UEs with DCC, comparing decentralized vs. localized CBR measurement



Proposal 5: Support sharing of CBR measurement as a part of UEs transmissions, and FFS how to combine the CBR received from other UEs with own CBR measurement for congestion control.

5 	Load balancing across multiple V2V channels
In this section, we briefly discuss the case of control across multiple V2V channels. We consider the case when the UE is receiving on multiple ITS channels, and transmitting on at least one of them. Congestion control across the channels can then be implemented in two ways:
· Option 1 (Long term): Here the UE measures the CBR on the multiple ITS channels being monitored, and then selects a channel less loaded for its transmission. Channel selection is done over multiple packets.
· Option 2 (Short term): Here the UE measures the CBR on the multiple ITS channels being monitored, and selects a channel less loaded on a per-packet basis. Moreover, even though both channels maybe non-congested, the UE can use the channel that offers the best resource for transmission (i.e. rank resources across channels and select the best resource).
We propose to use long term approach for congestion control / load balancing over multiple channels.
Proposal 6: Consider long-term (over multiple packet transmission) approach for congestion control / load balancing across multiple V2V channels.

6	Simulation Results 
In this section, we provide some simulation results with and without DCC for LTE-V2V. We use the generalized formulation as developed in the previous section. A naïve form of DCC is implemented wherein the channel utilization (CR) is kept below CRlimit by simply dropping packets when required.
Simulation assumptions:
· CBR measurement window: 100ms (same as Proposal 3)
· CR averaging window at the UE: 1sec (same as Proposal 3)
· CBR resource busy threshold: -107dBm/180kHz
· 18RBs for both 190byte and 300byte packets. 1 HARQ Tx.
· Other assumptions as per agreed RAN1 assumptions and specification, expect for number of UEs that varied to check the performance of DCC under varying congestion.
· CBR limit: 0.65 with the CRlimit Table as below:
	CBR measured
	CR limit

	CBRmeasured ≤ 0.65
	no limit

	0.65<CBRmeasured ≤ 0.675
	1.6e-3

	0.675<CBRmeasured ≤ 0.7
	1.5e-3

	0.7<CBRmeasured ≤ 0.725
	1.4e-3

	0.725<CBRmeasured ≤ 0.75
	1.3e-3

	0.75<CBRmeasured ≤ 0.775
	1.2e-3

	0.8<CBRmeasured ≤ 0.825
	1.1e-3

	0.825<CBRmeasured ≤ 0.85
	1.1e-3

	0.85<CBRmeasured ≤ 0.875
	1.0e-3

	0.875<CBRmeasured
	0.8e-3




Simulation Result 1:
We first study the performance of the proposed DCC mechanism by introducing UEs in the simulation over time. We introduce 10% (236 UEs) of the UEs every 1 sec and then investigate the CBR with/without DCC enabled at the UE. Figure 4 shows the results for CBR vs time for the case of urban 15kmph with max traffic (100ms periodicity) under this simulation setup. It can be observed, that CBR with DCC enabled settles to a value close the desired limit (0.65).
[image: ] 
[bookmark: _Ref458761806]Figure 4: CBR vs Time for LTE-V2V system with and without DCC

Simulation Result 2:
The following results are presented to justify the performance of DCC, and also to justify the improvements of DCC on the system performance. We provide results for both urban and freeway scenarios with varying car densities and look at the average CBR performance and the PRR vs distance performance with/without DCC.
From the results it can be seen that the CBR settles close to the desired limit (0.65), and significant improvement in PRR vs distance is observed (for high densities) when DCC is enabled.  

			Urban 15kmph

	[image: ]
Figure 5: CBR vs Time for urban 15kmphr with varying car densities (with/without DCC)
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Figure 6: PRR vs Distance for urban 15kmphr with varying car densities (with/without DCC)



			Freeway 70kmph
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Figure 7: CBR vs Time for freeway 70kmphr with varying car densities (with/without DCC)
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Figure 8: PRR vs Distance for freeway 70kmphr with varying car densities (with/without DCC)



7	Conclusion
In this contribution we made the following proposal and observations.
(Channel Busy Ratio Measurement)
Observation 1: Congestion control should not be based on congestion measurement over only a part of the resource pool, i.e., only the data resource pool.
Observation 2: It is possible for SA resources to be congested, while data and/or the entire set of resources (for data and SA together) are not congested. 

Proposal 1: Confirm the working agreement of 100ms as CBR measurement interval.

Proposal 2: Define separate CBR measurement for SA pool.

(DCC – generalized framework and discussion)
Observation 3: The existing DCC requirements in EN 302 571 are based on the following (generalized) principle
· Measure channel busy ratio (CBR) as the ratio of resource utilized over a measurement period
· If CBR exceeds a desired CBRlimit:
· Estimate the number of UEs in neighbourhood (Nsta) as 
· Compute a limit on the maximum fraction of resources (CRlimit) that can be used for transmission as , i.e. equal division of resources among the UEs in neighbourhood.
Observation 4: The existing DCC requirements in EN 302 571 are based on the following specialization of the generalized formulation:
· CBR and CRlimit is derived assuming TDMA access (i.e. busy time = Ton/(Ton + Toff))
· f() is assumed to be linear (i.e. CBR = a * Nsta + b)
Observation 5: Linear mapping from Nsta to CBR as used in EN 302.571 is not sufficient for LTE-V2V. For LTE-V2V the mapping between CBR and Nsta should be (pre-) configurable.
Observation 6: For LTE-V2V a generalized formulation of CRlimit should be adopted to account the FDM nature of LTE-V2V and can be considered as limit on the fraction of time-frequency resources occupied.
Observation 7: For LTE-V2V the CBRlimit should be configurable and should be on a PPPP basis.

(DCC for PC5-based V2X)
Proposal 3: The UE is (pre)configured with the limit on the fraction of radio resources as a function of the CBR measurement, e.g.
	CBRmeasured
	CRlimit

	CBRmeasured ≤ 0.65
	no limit

	0.65<CBRmeasured ≤ 0.7
	1.7e-3

	0.7<CBRmeasured ≤ 0.75
	1.5e-3

	…
	…


where
· CR limit is the limit on the fraction of radio resources that the UE can be utilized for its transmissions.
· For a transmission on subframe ‘n’, the CR limit applies using the measurements:
· CBR is measured over (n-a-100, n-a] subframes
· CR usage of the UE is measured over (n-a-1000, n-a]
· The Table is (pre)configured per PPPP

Proposal 4: Additionally, the UE can be (pre)configured with limits on MCS and/or number of HARQ transmissions based on the CBR measured.

(Decentralized vs Localized CBR measurement)
Proposal 5: Support sharing of CBR measurement as a part of UEs transmissions, and FFS how to combine the CBR received from other UEs with own CBR measurement for congestion control.

(Congestion control / Load balancing across multiple carriers)
Proposal 6: Consider long-term (over multiple packet transmission) approach for congestion control / load balancing across multiple V2V channels.
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Appendix A: Congestion control mechanism
A.1	Generalized formulation for decentralized congestion control (DCC)
In this section, we discuss the generalized formulation for DCC that was used to define the existing DCC requirements in EN 302 571, and then discuss the specializations made that are specific to 802.11p leading to the existing requirements.
The idea of the CBR measurement is to obtain an indirect measure of the total number of transmissions in the UEs proximity [4]. Thus the CBR measurement relates to the number of ITS stations (Nsta) in the proximity. This relation is expressed as

The function f() on mapping of Nsta to CBR depends on the channel access method, e.g. asynchronous vs synchronous channel access and on channel access parameters as well. 
The idea of DCC is then to limit the channel utilization by each UE to a maximum allowed limit (CBRlimit) of the ratio of total radio resources that can be used in a given geographical area. One way to do it is to split the maximum allowed fraction of busy radio resources among the ITS stations in the given geographical area. The limit of the channel resource utilization (CRlimit) can then be expressed as:

The DCC loop in the UE then ensures that the channel resource utilization (CR) remains below CRlimit, i.e. CR≤ CRlimit. 
In a slight alteration to the above formulation (as used in the harmonized specification), the DCC loop can be triggered only when the CBRmeasured exceeds the CBRlimit. With that, the CRlimit is expressed as a function of CBRmeasured alone as:
If , then

The above formulation thus takes the current channel utilization (if exceeding the CBRlimit) and splits the utilized resources among the ITS stations in a given geographical area.
Observation: The existing DCC requirements in EN 302 571 are based on the following (generalized) principle
· Measure channel busy ratio (CBR) as the ratio of resource utilized over a measurement period
· If CBR exceeds a desired CBRlimit:
· Estimate the number of UEs in neighbourhood (Nsta) as 
· Compute a limit on the maximum fraction of resources (CRlimit) that can be used for transmission as , i.e. equal division of resources among the UEs in neighbourhood.
A.2	Specialization of the generalized formulation for 802.11p
In this subsection, we derive the existing requirements in the harmonized specification EN 302.571 using certain assumptions specific to 802.11p channel access. 
The subsection thus serves two purpose:
· Validating the generalized formulation and the existing requirements as a subset of the generalized formulation, and 
· Emphasizes certain assumptions that are specific to 802.11p (that may not be evident otherwise) in the existing requirements in EN 302.571. Furthermore, it allows us to question such assumptions from a technology-neutrality viewpoint (or at least for LTE V2V).
Assumption 1: CR usage is based on TDMA access, i.e.

Assumption 2: CBR is assumed to be a linear function of Nsta, i.e.,


Substituting these two assumptions in the generalized formulation, it leads to 
The ToffLimit is thus specified as:

This is the same as the existing requirements in the harmonized specification, with the choice of the parameters a = 1/4000 and b = 0.6. The parameters (a,b) were derived based on system level simulations to measure the sensitivity of CBR as a function of the number of stations, and thereby are related to 802.11p channel access parameters.

Observation: The existing DCC requirements in EN 302 571 are based on the following specialization of the generalized formulation:
· CBR and CRlimit is derived assuming TDMA access (i.e. busy time = Ton/(Ton + Toff))
· f() is assumed to be linear (i.e. CBR = a * Nsta + b)
A.3	Discussion on CBR and DCC for LTE-V2V
With the generalized formulation in mind, this subsection provide a further discussion on certain assumptions and their applicability for LTE-V2V.
Aspect 1: On the functional form (linear vs. non-linear) for CBR = f(Nsta)
One the key components of DCC is the functional mapping of CBR to the number of ITS stations in a given geographical area. This is of key importance since the idea of DCC is to distribute the total number of resources allowed to be used (say 60%) equally among all the UEs. The number of UEs is of course not measurable by itself, and is only obtained by inverting the function with the measured CBR as observed by the UE. 
If the assumed function is incorrect, then the UE will either underestimate or overestimate the number of stations in the given geographical area. The congestion of such a system will thus not converge at the design operating point, but rather over or under that operating point depending if the number of stations are underestimate or overestimated, respectively. 
To investigate the CBR vs Nsta relationship for 802.11p and LTE-V2V, we plot the measured CBR as a function of the number of stations in within a radius equal to the link budget for that system.
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[bookmark: _Ref466045788]Figure 10: CBR vs number of ITS stations within link budget for LTE-V2V and 802.11p; urban scenario; 15km/hr
From Figure 10 it can be seen that the functional form for CBR vs. Nsta is a bit different for LTE-V2V and 802.11p. For 802.11p, the linear assumption is validated using this simulation and is expected due to smaller link budget and CSMA. To elaborate, for low density of UEs, it is expected that CBR will grow linearly with Nsta. This behaviour is maintained for 802.11p due to lower link budget and CSMA such that reuse of resources within link budget is maintained low. The non-linear behaviour for 802.11p still arises due to hidden nodes etc., but is not expected to dominate the shape of the function f(). For LTE-V2V, however, as the density grows more rapidly with Nsta and starts to plateau as the resource reuse increases with the geographical area (with radius of link budget).
Depending on the desired system operating point with respect to the CBRlimit, the linear assumption for f() as made currently in the harmonized specification may not be appropriate for LTE-V2V. Even with a linear function assumption, the parameters (slope, intercept) of the function may be different for LTE-V2V compared to 802.11p.
We hence propose that the function f() can be configured in the UE (as its technology specific). This also allows for future flexibility with other technologies (NR) that may have different channel access methods leading to a different relationship between CBR and Nsta.
Observation: Linear mapping from Nsta to CBR as used in EN 302.571 is not sufficient for LTE-V2V. For LTE-V2V the mapping between CBR and Nsta should be (pre-) configurable.
One drawback of using f() to estimate the number of stations is that the UE cannot distinguish if the measured CBR is due to N UEs transmitting on X resources each, or from 2N UEs transmitting on X/2 resources. This is important aspect of congestion control since the UE will be then either under/over-estimating the number of stations based on the measured CBR as it does not know their channel utilization. For a fully decentralized framework (as used in EN 302 571) is not possible (at without further looking at the MAC headers to see different sources). However, if this information can be exchanged, e.g. each UE also includes its fractional resource utilization in SA, then the UE can better estimate the number of stations in the proximity.
Aspect 2: Requirement on limiting the channel resource utilization (CR) (Tofflimit vs. CRlimit)
From the discussion above, we noted that a generalized formulation of DCC is to limit the channel resource utilization (CR) at the UE as:
If , then

For 802.11p, this translated to a limit on Toff period due to TDMA access, since for 802.11p 

For LTE-V2V, however, a better DCC implementation is possible. For example, assume that the CRlimit for the system is 0.004, which is 20 RBs every 100ms. When the system is not congested, the UE can still transmit over 30RBs every 100ms (i.e. CR = 0.008). However, when the system is congested, i.e. , the UE has both time and frequency dimensions to limit the CR below CRlimit. For example, it can either increase MCS to occupy 20RBs every 100ms, or increasing Toff as in the current specification.
We hence propose that the generalized formulation of CRlimit should be applicable for LTE-V2V (and all technologies in general). For 802.11p, this is automatically calculated as the Tofflimit as currently specified.
Observation: For LTE-V2V a generalized formulation of CRlimit should be adopted to account the FDM nature of LTE-V2V and can be considered as limit on the fraction of time-frequency resources occupied.
Aspect 3: Interaction between PPPP and DCC
One specific aspect for LTE-V2V is the presence of PPPP. The question then is how congestion control should work when the system has packets of different priorities. A natural requirement is that low priority packets should not congest the system too much so that the higher-priority packets suffer (by either longer backoff or even performance impacts). 
We hence propose that we have separate CBR limits per packet priority. Taking an example of two priority packets in the systems, the UE is then configured with CBRlimit_p0 and CBRlimit_p1, with p0 having higher priority than p1. Then the CBR limits can be set such that CBRlimit_p1 < CBRlimit_p0, so that low priority packets can congest the system only to a certain limit and still leave room for higher priority packets to enter the system. With increasing congestion, the low priority packets will then backoff first and reduce the effect on high priority packets. 
Observation: For LTE-V2V the CBRlimit should be configurable and should be on a PPPP basis.
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