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1 Introduction
In RAN2#95, the question of whether concatenation function should be moved from the RLC to MAC layer was discussed. Subsequently, an email discussion was triggered, as reported in [1]. In this document, we suggest an alternative design of RLC and MAC layers taking into consideration some of the NR UP design principles presented in [2].
2 Discussion
Segmentation and concatenation are essential to ensure that radio resources signalled via uplink grants are efficiently consumed by the UE. However the procedures for segmentation and concatenation in LTE need to happen in real time because RLC and MAC PDUs are constructed based on UL grant size. In RAN2#95, several companies proposed that the concatenation function should be removed from the RLC to MAC layer [3],[4],[5]. In subsequent email discussion [1], several alternatives were proposed with a discussion of related pros and cons. Some of the principal advantages that were identified are as follows:
1. [bookmark: _Ref462666669]Removal of duplicate functionality since both RLC and MAC are involved in multiplexing (concatenation)
2. Ability to compute RLC and MAC sub-headers offline (i.e., asynchronously with the uplink grant process), except for those packets that are subject to segmentation.
3. Potential simplification of RLC processing due to use of common RLC PDU format.

We note that at the high speeds at which eMBB NR UP  is supposed to operate (e.g., 20 Gbps DL and 10 Gbps UL), simplifying Tx/Rx processing is likely to be more important than  reducing protocol overhead (e.g., by not using redundant sequence numbers in both RLC and PDCP, and minimizing padding). This situation is further exacerbated by the reduced target user plane latency value (4ms for UL and DL), and potential reduction in TTI length. Accordingly, we observe that:
Observation 1: Reducing protocol related processing is likely to be more beneficial than simply reducing overhead for high-speed NR UP design.
All the current proposals on moving concatenation from RLC to MAC require segmentation of at least some packets on a real-time basis. Moving the segmentation function from the RLC to MAC layer, by itself, does not result in reducing processing burden since the UE has to perform the same function (except now at the MAC layer). Since the MAC PDU is constructed based on the received UL grant, segmentation causes header information to be computed in real time, and can become a bottleneck for high speed operation.
Observation 2: Real time computation of RLC/MAC header to support segmentation can be a performance bottleneck.
It is tempting therefore to consider alternate NR user plane proposals that remove or considerably reduce the real-time requirement from segmentation and concatenation functions. One such mechanism would be to simply segment all PDCP PDUs into fixed length segment (either at RLC or MAC). The MAC layer can then concatenate these segments based on UL grants. In this mechanism, segmentation related header fields can be pre-computed since they are not dependent on the uplink grant process. In the sequel, we provide some more details of our proposed alternative and provide some analysis. For the sake of concreteness, we assume segmentation is performed in the RLC layer, with the understanding that MAC layer segmentation (using PDCP SN based numbering) should also be feasible.
In the baseline version of this alternative, the RLC layer encapsulates PDCP PDUs in fixed length RLC PDUs, where the length of RLC PDUs can be configured by the gNB. Depending on the length of RLC PDU chosen, the encapsulation process can require segmentation and/or concatenation of PDCP PDUs. An illustration of this approach is provided in Figure 1.


[bookmark: _Ref461556650]Figure 1: Fixed length RLC PDUs
In this alternative, the RLC PDUs are set to a fixed length (which could be different for each DRB). The RLC layer can construct these PDUs without any consideration of the uplink grant process. These RLC PDUs are then concatenated by the MAC layer depending on the received uplink grant and result of the logical channel prioritization (LCP) procedure. Occasionally, the UE may not have sufficient data to form full length RLC PDUs. In this case, the RLC layer may use padding to deliver fixed size RLC PDUs to the MAC layer. Padding may also be used to avoid segmentation (e.g., to save the overhead of specifying segmentation offset, as shown in Figure 1). The MAC layer concatenates these RLC PDUs, with a single MAC subheader for each logical channel which provides the number of RLC PDUs that have been assembled. 
Asynchronous RLC PDU construction: The primary benefit of this proposal is that RLC PDUs are constructed without any dependence on the uplink grant process. The ability to precompute RLC headers mean RLC processing is no longer in real time. 
Efficient MAC operation: In LTE, the MAC subheader contains a length field (for each logical channel) that can be as big as 16 bits. In the proposed scheme, the MAC layer does not perform segmentation and the MAC subheader for each logical channel needs to only specify the number of RLC PDUs that are concatenated, simplifying the process of concatenation, and requiring considerably fewer bits. 
Efficient RLC operation: Even though the RLC PDU size is fixed, it is worth noting that the length is configured by the gNB that can provide many benefits. The alternatives 1-3 in [1] require an RLC SN assignment per IP packet which has two disadvantages. First, this design imposes the overhead of RLC SN for each IP packet and corresponding burden of RLC status reporting. Second, the rate of RLC SN space consumption increases linearly with physical layer data rates, possibly requiring extension of the RLC SN length. In the proposed scheme, an RLC PDU can contain multiple IP packets depending on the length chosen for the RLC PDU, thus requiring less RLC SN overhead. By choosing the RLC PDU length appropriately, the gNB can also ensure that the SN space does not need to scale with physical layer data rates. In the same vein, note that alternatives1-7 require ARQ to be performed per IP packet, and thus incur more ARQ processing and overhead than the proposed scheme. ARQ is not performed in real time in the proposed scheme allowing greater flexibility in placement of RLC function within CU and DU.
Impact on radio resource utilization: There are two sources of inefficiency in the proposed scheme. First, at the RLC layer padding may need to be inserted if there is insufficient data to fill the last RLC PDU, or to avoid segmentation (e.g., when the RLC PDU size is only slightly larger than the RLC SDU/PDCP PDU size). Second (and more important source of inefficiency) is the fact that the MAC layer only packs complete RLC PDUs and this may result in some wastage of the uplink grant. Unnecessary MAC layer padding may need to be used if the received uplink grant is not enough to fit an integral multiple of RLC PDUs. Also, the gNB can only utilize those scheduling opportunities where the available grant size is greater than the RLC PDU length of at least one logical channel at the UE, potentially limiting spectral efficiency. However since the RLC PDU length is configured by the gNB, such wastage can be minimized. 
Observation 3: The proposed scheme is implementation friendly because it relaxes real-time processing at RLC layer, and simplifies MAC layer processing. However it may lead to more overhead than LTE.
The proposed scheme trades off potentially more overhead with simpler processing. As observed earlier, such a trade-off may be particularly desirable for eMBB usage scenarios where available raw physical layer rates are much higher than LTE, and implementation complexity is a greater consideration than extremely efficient radio resource utilization. 
Proposal 1: RAN2 is requested to consider UP mechanisms where PDCP PDUs are segmented into fixed length packets.
3 Conclusions
In this contribution, we discuss the issue of segmentation and concatenation for NR UP. Our observations and proposals are summarized below.
Observation 1: Reducing protocol related processing is likely to be more beneficial than simply reducing overhead for high-speed NR UP design.
Observation 2: Real time computation of RLC/MAC header to support segmentation can be a performance bottleneck.
Observation 3: The proposed scheme is implementation friendly because it relaxes real-time processing at RLC layer, and simplifies MAC layer processing. However it may lead to more overhead than LTE.
Proposal 1: RAN2 is requested to consider UP mechanisms where PDCP PDUs are segmented into fixed length packets.
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