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The support for network slicing is an important part of the vision for the Next Generation architecture [1] [2]. As stated by different fora, such as NGMN [1], network slicing consists of deploying multiple end-to-end logical networks in support of independent business operations. In contrast to deploying an independent network infrastructure, each instance of a slice (blueprint) should be possible to realize as a logical network corresponding to a shared infrastructure (including shared processing, storage, transport, radio spectrum, and hardware platforms), where it co-exists with other slices having potentially different characteristics.
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Figure 1 Example of multiple slice instances deployed   in the same network infrastructure
In this way, the infrastructure and assets utilization will be much more cost- and energy-efficient while the logical separation allows for a flexible and independent configuration and management of the slices without compromising stability and security. Enabling slice realization over a common physical infrastructure would of course not prevent the realization of a slice instance by means of dedicated resources and assets.
In 3GPP, the notion of network slicing has also been introduced as a way to address the needs for the different vertical industries, translated into a wide range of use cases for the Next Generation architecture. To give a few examples, [2] explicitly states that a network slice should support the communication service requirements of particular use case(s). A set of service and operations requirements associated to network slicing has been provided. In SA2 [3], network slicing is presented as one of the high level architectural requirements and is listed as one of the key issues in order to enable the operator to create networks customised to provide optimized solutions for different market scenarios, which present diverse requirements. Example use cases for such customized logical networks could include public safety, V2X, Internet-of-Things (IoT), highlighting the importance of network slicing as a common platform to address multiple industries.
The support for network slicing is also listed as a requirement for the new RAT [4]. In order to fulfill that, one of the objectives listed in [5] is to study and identify specification impacts when enabling the realization of network slicing. Some initial studies have also been done within the research community [6].
In RAN3 the following aspects have been captured for network slicing in TR 38.801(the editor’s notes have been removed):
RAN awareness of slices
-	RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Selection of RAN part of the network slice
-	RAN shall support the selection of the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.
Resource management between slices
-	RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Support of QoS
-	RAN shall support QoS differentiation within a slice.
RAN selection of CN entity
-	RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.
Resource isolation between slices
-	RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice
This contribution further elaborates on these principles with focus on RAN2 aspects.
Discussion
In addition to the principles adopted in RAN3, the following aspects need further consideration in RAN2:
· Efficient multiplexing of RAN level resources for different slices; 
· Overload/congestion control of common resources;
· Radio interface functionality for supporting slice selection.
Below are some assumptions and proposals in these areas.

Efficient multiplexing of RAN level resources for different slices
According to RAN3’s assumptions a single RAN instance may support multiple network slices (this does not of course preclude implementations relying on dedicated resources, however those don’t require new standardization efforts). Given this assumption, it is important that the radio interface solution allows for efficient RAN resource multiplexing of traffic associated with different slices. The background for this is that it is very important that the RAN resources such as spectrum, power, antennas, sites, backhaul transport are efficiently managed in order to maximise utilisation. 
In addition, as it may be so that different slices serve different purposes corresponding to (different) slice-specific requirements, the solution may need to be realized using different protocol configurations. In such cases it is desirable that it is still possible to dynamically multiplex traffic from different users associated with different slices. 
On the other hand, aiming for minimum overhead and efficient radio resource utilization should not imply a restriction of the concept applicability itself. In [7], it is proposed that ‘The combination of L1 resource component and L2 configuration/functions, to address the needs of different services and requirements, can be defined as ‘RAN Slice’, however we think that the linkage between numerology and slicing in the RAN is too restrictive, as supporting multiple services is NOT the same as RAN slicing. This does not mean that the operator should be prevented from configuring network slices specific to one type of service, we are rather saying that the standard should not restrict operator’s choices as it is impossible to predict which needs the market will present in the future, so NW slicing should be a toolbox allowing both specific and less specific slices depending on operator’s choice.
In particular, expanding further on the above, we have the following concerns if the NW slicing concept is mapped over the radio interface to something very specific and very restrictive and if support of multiple services is equalized to NW Slicing the concern with L1 component is that:
· The same UE can be configured to use multiple numerologies, possibly shifting between numerologies (e.g. in a TDM fashion);
· It is only if we are dealing with a certain UE class that is only capable of a certain numerology that we get this absolute linkage between “service, UE type and numerology”.
· The UE can also use multiple services within the same numerology.
The concern with the L2 configuration component is on the other hand:
· L2 configuration for common channels (e.g. initial access) should be as much as possible the same for the different slices to maximize RAN resources. This is actually already part of the agreed guidelines;
· For the L2 configuration of dedicated channels, UEs using different configuration can easily be multiplexed on the same numerology;
· There could be L2 configurations that are useful for many slices / services. There could be many more slices (e.g. 100) than configurations;
· It should be possible in later releases to add new configurations, or even new protocols if need arises.
Based on the above reasoning, we propose the following:
Proposal 1    Network slicing should aim for minimum overhead and allow for an efficient utilization of scarce RAN resources
Proposal 2     A network slice shall not be directly linked to a physical or L2 configuration, i.e. it should be possible to have different slices using the same configuration and a single slice using different configurations; 
Overload/congestion control of common resources
When a pool of resources is shared among multiple slice instances, events associated with one slice that may result in overload and/or congestion on common resources will, if not managed properly, negatively impact the performance of another slice. Therefore, the RAN needs mechanisms to protect common signalling resources so that any overload or congestion caused by events associated with one network slice does not have a negative effect on the performance of other network slices. Common signalling resources in this case can refer to radio access channels (common control channels), signalling connections, and common signalling nodes in RAN, CN and service layer. 
Example of protection mechanisms, which need to be slice-specific (or configurable per slice), could include access barring mechanisms, reject with back off timer, user and service based admission control.
Also in [8], the point is made that RAN should offer means to protect slices from each other, but it can also be observed that it may be so that the UEs are not aware of that, for example, ACB is per slice: such mechanism could be configured to be based on access control information not explicitly mapped to slices, but to parameters configured at the UE, based on slice knowledge (e.g. which slice the UE is attached to), making that transparent to the UE.
Slice-specific access control should also be a consistent component of a more general access control mechanism for NR.
[bookmark: _Toc447122549][bookmark: _Toc447122561][bookmark: _Toc447122576][bookmark: _Toc447301589][bookmark: _Toc450924197][bookmark: _Toc450934986]The RAN should offer means to protect slices from each other, i.e., avoid that shortage of shared resources (e.g. common signaling resources) in one slice breaks the service level agreement for another slice. Such mechanism could be transparent to the UE, i.e. it may or may not be necessary to make the UE aware that the access control mechanism is slice-specific and the most suitable solution should be investigated.
Radio interface functionality for supporting slice selection
As identified in the RAN3 and SA2 discussion on network slicing there will most likely be a need for specific radio interface functionality to support slice selection. The RAN3 assumption is that the UE will provide a slice ID to the network when attempting to connect to a slice. We assume however that since the RAN at this stage may not have any way of verifying that the UE is allowed to access a specific slice or not it is not until the RAN configures the initial UE context with information received from the CN that the RAN can start applying any RAN specific policies. It may be however beneficial for the RAN to acquire a slice ID from the UE in the early phases of the RRC Connection establishment, but the benefit of this early acquisition has to be weighed against the signalling overhead, complexity and to which extent the information can be trusted prior to CN validation, as mentioned above.
The figure below illustrates an example of slice selection (including CN instance selection), agreed for inclusion in the RAN3 TR in the case the Slice ID is available at the UE (from the start).



Figure 2 Slice selection when Slice ID is provided by the UE to RAN
In [8], the potential usage of a temporary ID for slice selection is discussed. Traditionally, the UE temporary ID has been used once the UE has been assigned to a MME to route subsequent messages to that MME. A similar principle of MME routing is likely for NG RAN, but it should be discussed further if this temporary ID would also be used to select a slice, as it would have the disadvantage that the temporary ID ranges would need to be coordinated between slices. Subsequently, it would be a cleaner approach if the temporary ID would not indicate the slice, for example if the UE supports multiple slices, but rather the temporary ID may indicate the “CN instance”. It is important to clarify the difference between the concept of network slice, which is an end-to-end logical network and the RAN or CN instances, which are logical components supporting the realization of the network slice. A single CN instance may for example support multiple slices with different slice IDs. The slice ID can still be used to select the CN instance (MMF), since multiple slice IDs can map onto the same CN instance.
It can be noted that the RAN3 agreement covers the possibility of a temporary ID as an example, in cases where no Slice ID is available (but it is still a firm and more basic requirement that the slice is unambiguously identified).
The figure below illustrates an example of signalling flow when the Slice ID is not available at the UE initially, but provided later by the CN and the first selection the RAN does is towards a CN instance (default CN), not a NW slice.


Figure 3 Slice selection when Slice ID is provided by the CN
Detailed solutions in this area are FFS depending on further discussions in SA2/RAN3. 
[bookmark: _Toc450924198][bookmark: _Toc450934987]Slice selection may have some impacts on NR radio interface and a mechanism for acquisition of a Slice ID over the radio interface should be studied by RAN2, including whether it would be appropriate to use temporary IDs for initial CN instance selection, if the Slice ID is not available. Solutions are however FFS pending further progress in SA2 and RAN3.

Conclusion
In the previous sections we made the following proposals:
1. Network slicing should aim for minimum overhead and allow for an efficient utilization of scarce RAN resources
1. A network slice shall not be directly linked to a physical or L2 configuration, i.e. it should be possible to have different slices using same configuration and a single slice using different configurations.
1. The RAN should offer means to protect slices from each other, i.e., avoid that shortage of shared resources (e.g. common signaling resources) in one slice breaks the service level agreement for another slice. Such mechanism could be transparent to the UE, i.e.it may or may not be necessary to make the UE aware that the access control mechanism is slice-specific and the most suitable solution should be investigated.
Slice selection may have some impacts on NR radio interface and a mechanism for acquisition of a Slice ID over the radio interface should be studied by RAN2, including whether it would be appropriate to use temporary IDs for initial CN instance selection, if the Slice ID is not available. Solutions are however FFS pending further progress in SA2 and RAN3.
It is proposed to capture this in relevant TR together with the RAN3 assumptions.
Text proposal 
[bookmark: _Toc453622025]5.1	Functional split
Editor’s note: intended to capture functional split between RAN and CN.

5.1.1 RAN functions related to support for network slicing

RAN awareness of slices
-	RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.
Selection of RAN part of the network slice
-	RAN shall support the selection of the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.
Resource management between slices
-	RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Support of QoS
-	RAN shall support QoS differentiation within a slice.
RAN selection of CN entity
-	RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.
Resource isolation between slices
-	RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice.
Efficient multiplexing of RAN level resources

· The solution for NW slicing at RAN should aim for minimum overhead and allow for an efficient utilization of scarce RAN resources, but a network slice shall not be directly linked to a physical or L2 configuration, i.e. it should be possible to have different slices using the same configuration and a single slice using different configurations. It is up to RAN implementation how the policies stemming from the SLAs are translated into radio resource management strategies and radio configurations.
Overload/congestion control of common resources
· A mechanism should be defined for protecting common resources for overload and congestion in one slice, i.e. avoid that shortage of shared resources (e.g. common signaling resources) in one slice breaks the service level agreement for another slice. Such mechanism could be transparent to the UE, i.e.it may or may not be necessary to make the UE aware that the access control mechanism is slice-specific and the most suitable solution should be investigated.
Radio interface functionality for supporting slice selection
· Slice selection may have some impacts on NR radio interface and a mechanism for acquisition of a slice ID over the radio interface should be studied by RAN2, including whether it would be appropriate to use temporary IDs for initial CN instance selection, if the Slice ID is not available. Solutions are however FFS pending further progress in SA2 and RAN3.
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