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Introduction
In the last two meetings, RAN2 achieved some progress on the UE states assumptions for NR. In RAN2#94, in Nanjing, companies agreed on the introduction of an “inactive” state where the UE should be able to start data transfer with low delay (as required by RAN requirements). One of the open issues concerned the data transmission when UEs are within the inactive “state”:
FFS whether data transfer is by leaving the "state" or data transfer can occur within the "state".

This contribution discusses issues with supporting data transmission in inactive “state” (or more general, data transmission without entering “connected” state) that any solution would need to address. 
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Any solution for data transmission from inactive ‘state’ prior to entering “connected” state needs to be seen as an opportunistic solution where the UE attempts to transmit data prior to being properly verified in the network. The UE would need to use a configuration either received when it was last connected or from system information. The UE cannot be 100% sure that the UE context is still valid in the RAN.
Some risk with such opportunistic solutions are 
· The risk for high load from multiple UEs attempting to send data at the same time
· The risk for low resource efficiency either due to that to many UEs are attempting and there are collisions or due to that too few UEs are using the resources
For the reasons above it is critical that the RAN has control over the usage of opportunistic transmission to control the resource usage and efficiency.

There should be means for the RAN to control the usage of small data transmission from inactive “state” if it is standardized

In addition to the RAN control there is a number of other aspects that needs to be addressed with any solution for small data transmission from inactive “state”. Below is some discussion leading to a list of questions that need to be answered.
In order to ensure reliability, it is quite likely that acknowledgement of UL transmissions need to be provided on many layers e.g. HARQ, RLC, TCP, Application layer. If the UE would immediately return to inactive “state” after UL transmission these acknowledgments would trigger paging which could lead to significant inefficiencies.
i. How DL acknowledgement is handled (both on RLC and HARQ level and on application layer) and how DL data is handled?

Regardless if UE is using RACH or some Contention Based Access (CBA) there is a risk that there would be collisions.
ii. How contention resolution (e.g. RACH collisions) is handled?

In addition, it is beneficial that the network can control overload due to initial access from the inactive state:

iii. How the potential overload and congestion is handled in initial access (like RACH)?

When the UE performs the UL transmission it needs to provide information identifying the UE context, as well as the node the context is stored in in order for the RAN to for instance verify that this is the correct UE transmitting.

iv. How is the UE context located and identified in the network (e.g. based on UE context ID)?

Additionally, there needs to be some proof of the UE identity (e.g. a Message Authentication Code). 
v. How to ensure that only the right UE is using the UE context meaning the UE need to provide some proof of having the right UE security context?

When the UE initiates the procedure more UL or DL data could arrive. It needs to be described how the transition happens to a state where large data can be transmitted.
vi. How potentially existing subsequent transmissions and/or “large data” is handled requiring transition to full “connected state”?

In current system security context, retransmission methods etc. relies on states stored both in the UE and network. These states need to be updated in a consistent way when some event (e.g. UL data transmission, handover) occurs in order to prevent de-synchronization.
vii. How the AS state is updated and maintained in the network (incl. security keys, NCC, sequence numbers)?

When the UE transmits UL data from inactive the UE needs to use a user plane configuration. Today these configurations are setup only in connected state. Solutions are need to address how this would work in inactive state.
viii. How the user plane (e.g DRBs) should be configured for sending the data?

Some proposals for sending data in inactive state relies on the existence of a contention based access channel which is not yet agreed. It need to be clarified if the proposals only work on that channel or if it also works using a separate RACH channel. 
ix. Relation to existence of contention based (RACH less) channel?

Any solution for small data transmission for UEs coming from inactive “state” must address the following questions:
i. How DL acknowledgement is handled (both on RLC and HARQ level and on application layer) and how DL data is handled?
ii. How contention resolution (e.g. RACH collisions) is handled?
iii. How the potential overload and congestion is handled in initial access (like RACH)?
iv. How is the UE context located and identified in the network (e.g. based on UE context ID)?
v. How to ensure that only the right UE is using the UE context meaning the UE need to provide some proof of having the right UE security context?
vi. How potentially existing subsequent transmissions and/or “large data” is handled requiring transition to full “connected state”?
vii. How the AS state is updated and maintained in the network (incl. security keys, NCC, sequence numbers)?
viii. How the user plane (e.g DRBs) should be configured for sending the data?
ix. Relation to existence of contention based (RACH less) channel?

Analysis of solution discussed in R2-166922
In R2-166922 a solution is proposed making it possible to send UL data and receive DL data/acks without entering fully connected state. This solution is built on enhancing the RRC state transition procedure enabling the network to order the UE back to inactive state if the UE has no more data to send. The figure below illustrates the procedure. For more details, see R2-166922.
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Below is an analysis how the proposed procedure in R2-166922 solves the issues identified in the previous section.
i.	How DL acknowledgement is handled (both on RLC and HARQ level and on application layer) and how DL data is handled?
Since the proposed solution relies on explicit signalling to put the UE back to “inactive” state, it is possible for the network to acknowledge any UL packets both on RLC and HARQ level. Any DL data or application acks arriving prior to network putting UE to “inactive” state can also be delivered in an efficient way. This solution makes it possible for the network to learn typical application behaviour avoiding frequent paging / toggling. UE based or timer based methods could if configured wrongly lead to signalling storms.
ii.	How contention resolution (e.g. RACH collisions) is handled?
Contention resolution can be performed exactly in the same way as during state transition to “connected” based on the identity provided in the RRC message. No additional UP functions need to be defined for this.
iii.	How the potential overload and congestion is handled in initial access (like RACH)?
In the current RRC Resume, the UE is subject to access class barring before establishing connection. In addition, the UE provides establishment cause which can be used to reject the connection attempt. Similar mechanism can be used in R2-166922.
iv.	How is the UE context located and identified in the network (e.g. based on UE context ID)?
Using exactly the same procedure as during state transition to “connected”. No UP functions need to be defined for this.
v.	How to ensure that only the right UE is using the UE context meaning the UE need to provide some proof of having the right UE security context?
Using exactly the same procedure as during state transition to “connected”. No UP functions need to be defined for this. UP data will be encrypted and possibly integrity protected if required,
vi.	How potentially existing subsequent transmissions and/or “large data” is handled requiring transition to full “connected state”?
If more data arrives or is in the UE buffer the network can put the UE in “connected state”.
vii.	How the AS state is updated and maintained in the network (incl. security keys, NCC, sequence numbers)?
Same principles as during state transition to “connected” can be used. In case the network decides to move the UE back to “inactive” without entering “connected state” the network can provide the UE with update AS info in the RRC “suspend” message (e.g. new NCC). The use of explicit signalling in both directions ensures synchronization of the AS context between the UE and the network.
viii.	How the user plane (e.g DRBs) should be configured for sending the data?
This needs to be studied further regardless of solution. Potentially the UE can use previous DRB configuration or some default configuration. In cases the target RAN node is not able to use the same configuration the data will need to be re-sent using new configuration (e.g. provided in the resume message).
ix.	Relation to existence of contention based (RACH less) channel?
This solution is independent of the existence of such a channel. If such a channel is defined it could also be used for initial UL data transmission in conjunction with initial RRC message (e.g. multiplexed on MAC layer) as shown in R2-166922.

Conclusion:
As can be seen above the solution described in R2-166922 are able to address all the issues above and has low additional impact thanks to re-using the state transition signalling. Although more studies are needed on the detailed solution it is proposed to adopt the solution in R2-166922 as a baseline. 

Proposal 2 The solution proposed in R2-166922 shall be used as baseline for further studies on transmission of data from inactive state.

Conclusion
1. There should be means for the RAN to control the usage of small data transmission from inactive “state” if it is standardized

Any solution for small data transmission for UEs coming from inactive “state” must address the following questions:
i. How DL acknowledgement is handled (both on RLC and HARQ level and on application layer) and how DL data is handled?
ii. How contention resolution (e.g. RACH collisions) is handled?
iii. How the potential overload and congestion is handled in initial access (like RACH)?
iv. How is the UE context located and identified in the network (e.g. based on UE context ID)?
v. How to ensure that only the right UE is using the UE context meaning the UE need to provide some proof of having the right UE security context?
vi. How potentially existing subsequent transmissions and/or “large data” is handled requiring transition to full “connected state”?
vii. How the AS state is updated and maintained in the network (incl. security keys, NCC, sequence numbers)?
viii. How the user plane (e.g DRBs) should be configured for sending the data?
ix. Relation to existence of contention based (RACH less) channel?
The solution proposed in R2-166922 shall be used as baseline for further studies on transmission of data from inactive state.
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