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1      Introduction
RAN#71 has approved to study the technical framework and architecture for the 5G new RAT (NR) systems to support eMMB, mMTC, and URLLC, etc. [1], considering frequency ranges up to 100GHz for increased bandwidth and high data rate support up to 10+Gbps [2]. For such higher frequency NR systems, it is well-understood that beamforming is an essential technology to combat high propagation losses. The resulting highly directional links are prone to LOS blockage from buildings, vehicles, and human movements, significantly degrading received signal strength.

In this contribution, we perform end to end simulations to evaluate TCP performance during blockage and discuss potential solution to improve the UE experience.
2      Discussion
2.1     Analysis on Blockage Channels Characteristics
To see blockage behaviour, we conduct a simulation based on dynamic blockage modelling in 5G workshop white paper [3]. This model assumes that, from the blocker, the distance to the transmitter is much farther away than the distance to the receiver, which seems reasonable to the typical NR deployment scenario. (Note that the model is mathematically identical to Blockage model B in 3GPP TR 38.900 [4].) We considered the following parameters in [3]: 
	· Blocker: vehicle of width = 4.8m and height = 1.4m   
	· Carrier frequency : 28GHz 

	· Blocker Polar coordinate: AoA span = 0.48rad,    ZoA span = 0.14rad, distance to the receiver = 10m
	· TX antenna : 8 with half power beamwidth = 12.4045°

	· 
	· RX antenna : 4 with half power beamwidth = 24.8091°
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Figure 1: Relative received power over time when blocked by vehicle of 15km/h, 30km/h, 60km/h, and 120km/h
Figure 1 shows the relative power [dB] of the degraded signal strengths compared to the signal strength before blockage, when blockage is caused by a moving vehicle at the speed of 15km/h, 30km/h, 60km/h, and 120km/h, respectively. The trace was sampled at every 0.2ms, the subframe duration currently considered for NR. 

Figure 1 shows that, regardless of the vehicle speed, a blockage event causes ramping down, deep blockage, and ramping up (going back to normal) periods with sharp transitions in-between. Roughly, ~35dB signal strength degradation was observed by the blocker but the amount of degradation can differ by the distance between transmitter and receiver, carrier frequency, # of antennas, the size of the blocker, etc. Needless to say, the length of the blockage differs by the vehicular speed, such that the slower speed results in the longer blockage experience. The result shows that the duration of the deep blockage can be more than 1 second, when caused by a slowly moving vehicle.
Although the link may recover after blockage, service interruption can be long if the UE is just waiting for the blockage to end. Or, the UE may lose the network connection due to the Radio Link Monitoring (RLM) in NR. If following the LTE procedure, the Radio Link Failure (RLF) may be declared and thus the service interruption caused by RRC connection re-establishment can be significant. 

2.2     Impact of Blockage on TCP Performance 
Long service interruption may impact the user throughput, even to that of non-real time application. To see that, we conducted an end to end simulation that evaluates the blockage impacts on the TCP protocol, which is commonly used by error-sensitive and delay-tolerant applications. We assume that the NR data rate is 10Gbps with the subframe duration of 0.2ms. Over the course of simulation, a FTP file of 300MB is downloaded from a FTP server. The transfer starts at 100.0sec and the blockage starts at 100.2 sec. To simplify the analysis, we have considered blockage events of 10ms, 200ms, 0.7sec, and 1.8sec, where the ramping down and ramping up periods of both the 0.7sec and 1.8sec blockages are set by 200ms each. We also assume that before or after the blockage, the UE with the highest DL MCS index achieves 10Gbps, but during the deep blockage period, all the packets are completely dropped.
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  Figure 2: TCP performance with different blockage durations
Figure 2 shows the throughput reaches to 10Gbps before 100.2sec. Once the blockage is started, the rate decreases significantly (to zero for both the 0.7sec and 1.8sec blockages whose behaviors are similar). The fluctuations during ramping times are due to the RLC AM retransmissions.
Notice that the DL TCP throughput of 10Gbps is well recovered for the blockage duration of 10ms, 200ms, and 0.7sec. However, for the blockage duration of 1.8sec, TCP does not recover 10Gbps due to RTO (retransmission timeout) and congestion control, which prolongs the file transfer time significantly.
Observation 1: Short blockage durations do not impact TCP performance. However, long blockage durations impact TCP performance due to RTO and TCP congestion control mechanism, wherein TCP throughput is unable to resume full speed. 
2.3     Fallback solutions to Improve TCP performance in the presence of blockage
To avoid the TCP impact due to long blockage, we considered a scenario, where the UE fallbacks to the LTE link of 37Mbps at the start of the 1.8s blockage event and switchbacks to the NR link when the blockage ends. Here we assume ideal blockage detection where the blockage starts and is detected at 100.2sec. The NR link resumes at 101.8sec. 
The fallback/switchback can be supported by several mechanisms such as handover or dual-connectivity (DC), etc. Here, we have considered the DC split bearer and PDCP routing for fallback/switchback operations.
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Figure 3: TCP performance with the 1800ms blockage and LTE 37Mbps fallback/switchback

In Figure 3, we can see that TCP throughput well adapts to the huge rate changes during fallback/switchback. Although the amount of file transfer contributed by the LTE rate of 37Mbps is low, since there is no service interruption during blockage, no TCP congestion control occurs. The file transfer ends at 102.1sec with fallback, 0.7sec faster than without fallback scenario.
Based on the above observation and simulation results, we propose the following. 

Proposal 1: RAN2 to agree the TP (including simulation results) in Annex A to be captured in TR 38.804 [5]. 
Proposal 2: RAN2 to consider evaluation of FFS fallback mechanisms to address long blockage duration.
2.4     Observed L2 aspects Impacting TCP performance 
Throughout our simulator development for LTE-NR tight-interworking and numerous tests with various L2 parameters, we have observed that the following aspects can impact TCP performance significantly when fallback/switchback. 
· PDCP discard timer and buffer size: If we fallback to the slow data rate of LTE due to blockage, then since the TCP throughput has been enjoying the high data rate of NR, the packets can be piled up until the TCP sender adapts to the slow LTE data rate. If the buffer size is small, then such piling up may result in continuous dropping of the subsequent TCP packets, impacting TCP performance. Even if the buffer does not matter, such piling up results in every subsequent TCP packets (PDCP SDUs) to remain in the LTE PDCP transmitting side for certain amount of time (i.e., queueing delay) before transmitted. If the value of the PDCP discard timer is small, then it can result in the large number packets to be discarded before transmitted through the LTE link, thus impacting TCP performance. 
· PDCP SN and retransmission: From the PDCP transmitting side, it is known that associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs may cause HFN desynchronization problem (How to prevent is up to UE implementation) [6]. When the small PDCP SN space is used, the TCP throughput will be capped even if the NR link can support much higher data rate. Even though the PDCP SN space does not cap the supported NR data rate, if the NR link is suddenly blocked (e.g. by blockage), then large number of PDCP PDUs will be stuck due to the high data rate, and there can be a situation that the subsequent TCP packets (PDCP SDUs) cannot be associated with new SN anymore. In this case, fallback to LTE does not help either unless those PDCP PDUs stuck at the NR link are retransmitted through LTE. If not retransmitted, then the stopped delivery may prolong until the RTO expires, which slows down the TCP throughput significantly. Especially, it will be problematic in case when we use DC split bearer for fallback support as the PDCP route switching from NR to LTE in the split bearer does not mandate such PDCP retransmission in current specifications [6].
· RLC re-establishment: the RLC SDU discard procedure in RLC specifications [7] prevents RLC SDU from discarded if any segment of the RLC SDU has been already mapped to a RLC PDU. In other words, once RLC PDUs are formed in the transmitting side, they cannot be cleared unless re-established or positively acknowledged by its peer if RLC AM. This can be a problematic to TCP in the LTE-NR fallback/switchback scenario. Suppose we use the DC split bearer for fallback/switchback support for the NR blockage (as in Figure 3) by the PDCP route switching from NR to LTE and from LTE to NR, respectively. When we fallback to LTE as detecting blockage, there will be some PDCP PDUs already mapped to NR RLC PDUs, but due to the above RLC property they cannot be discarded even by PDCP discard timer expiry. Those RLC PDUs will be remained in NR RLC during blockage unless re-established, and may be delivered by RLC AM retransmission as the blockage is toward to an end. Over the course, the packet delivery through LTE, if the data rate happens to be large enough (or at least comparable to the NR data rate) and/or the blockage happens to be long enough and/or the PDCP SN space is not large enough, may increase the HFN value before switchback to NR. Then the remained RLC PDUs at NR, if delivered as the blockage is over, can create the re-ordering problem at the PDCP receiving side since those RLC PDUs are of PDCP PDUs generated with the past HFN value and the PDCP re-ordering works purely based on SN (not HFN). In the worst case, those old PDCP PDUs delivered later by the time that the blockage ends can make the new PDCP PDUs of the same SNs delivered through LTE to be discarded. In such case, the TCP suddenly receives out-of-sequence packets in place of the in-sequence packets. Note that due to the high data rate of NR, the amount of those PDCP PDUs at NR already mapped to RLC PDUs when blockage is started (which cannot be discarded unless re-established) will be huge. We indeed observed that this problem can significantly degrade TCP throughput. 
Proposal 3: RAN2 is asked to address the TCP problems caused by the above L2 aspects (PDCP discard timer, buffer size, SN, retransmission, RLC re-establishment) when studying the fallback/switchback mechanisms.

3      Conclusion
Observation 1: Short blockage durations do not impact TCP performance. However, long blockage durations impact TCP performance due to RTO and TCP congestion control mechanism, wherein TCP throughput is unable to resume full speed.  

Proposal 1: RAN2 to agree the TP (including simulation results) in Annex A to be captured in TR 38.804 [5]. 

Proposal 2: RAN2 to consider evaluation of FFS fallback mechanisms to address long blockage duration.

Proposal 3: RAN2 is asked to address the TCP problems caused by the above aspects (PDCP discard timer, buffer size, SN, retransmission, RLC re-establishment) when studying the fallback/switchback mechanisms.
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    Performance evaluation

Editor’s note: intended to capture the results of performance evaluations of the NR protocol design, specifically UP and CP latency evaluation.
4.1     Impact of Blockage on TCP Performance 

Long service interruption may impact the user throughput, even to that of non-real time application. To see that, we conducted an end to end simulation that evaluates the blockage impacts on the TCP protocol, which is commonly used by error-sensitive and delay-tolerant applications. We assume that the NR data rate is 10Gbps with the subframe duration of 0.2ms. Over the course of simulation, a FTP file of 300MB is downloaded from a FTP server. The transfer starts at 100.0sec and the blockage starts at 100.2 sec. To simplify the analysis, we have considered blockage events of 10ms, 200ms, 0.7sec, and 1.8sec, where the ramping down and ramping up periods of both the 0.7sec and 1.8sec blockages are set by 200ms each. We also assume that before or after the blockage, the UE with the highest DL MCS index achieves 10Gbps, but during the deep blockage period, all the packets are completely dropped.
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  Figure 17.1-1: TCP performance with different blockage durations
Figure 17.1-1 shows the throughput reaches to 10Gbps before 100.2sec. Once the blockage is started, the rate decreases significantly (to zero for both the 0.7sec and 1.8sec blockages whose behaviors are similar). The fluctuations during ramping times are due to the RLC AM retransmissions.
Notice that the DL TCP throughput of 10Gbps is well recovered for the blockage duration of 10ms, 200ms, and 0.7sec. However, for the blockage duration of 1.8sec, TCP does not recover 10Gbps due to RTO (retransmission timeout) and congestion control, which prolongs the file transfer time significantly.

4.2     Fallback solutions to Improve TCP performance in the presence of blockage
To avoid the TCP impact due to long blockage, we considered a scenario, where the UE fallbacks to the LTE link of 37Mbps at the start of the 1.8s blockage event and switchbacks to the NR link when the blockage ends. Here we assume ideal blockage detection where the blockage starts and is detected at 100.2sec. The NR link resumes at 101.8sec. 
The fallback/switchback can be supported by several mechanisms such as handover or dual-connectivity (DC), etc. Here, we have considered the DC split bearer and PDCP routing for fallback/switchback operations.

 [image: image5.emf]100 100.2 100.4 100.6 100.8 101 101.2 101.4 101.6 101.8 102 102.2 102.4 102.6 102.8 103

Time [sec]

0

2,000,000,000

4,000,000,000

6,000,000,000

8,000,000,000

10,000,000,000

12,000,000,000

14,000,000,000

TCP : Traffic Received (bits/sec)

Fallback

No Fallback

Blockage started at 100.2sec

Switchback to NR link

at 101.8sec

Fallback

X: 100.4

Y: 3.657e+07

X: 100.9

Y: 3.657e+07

X: 101.7

Y: 3.657e+07

 
Figure 17.2-1: TCP performance with the 1800ms blockage and LTE 37Mbps fallback/switchback

In Figure 17.2-1, we can see that TCP throughput well adapts to the huge rate changes during fallback/switchback. Although the amount of file transfer contributed by the LTE rate of 37Mbps is low, since there is no service interruption during blockage, no TCP congestion control occurs. The file transfer ends at 102.1sec with fallback, 0.7sec faster than without fallback scenario.
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