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1	Introduction
RAN#71 has approved Study Item on Context Aware Service Delivery in [1]. RAN3 has progressed the studies, addressing the following objectives:
-	Study and if possible identify the use cases and requirements for Context Aware Service Delivery
-	For more efficient use of resources and better user experience (e.g., saving battery life, shorter E2E delay, and etc);
-	Study and analyse the potential impact to architecture, protocol, and signalling to support Context Aware Service Delivery in E-UTRA 
-	How E-UTRAN could acquire service specific information;
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]-	How E-UTRAN could support RAN based local cached delivery, local breakout;
-	How E-UTRAN could support RAN optimizations based on context awareness.
This contribution discusses the identified issues of Context Aware Service Delivery by RAN3 and provide general considerations on potential solutions.

2	Discussion
2.1	General SI objective
Generally, we understand the objective of the Study Item is to understand how RAN involvement and awareness on handled to the end-user traffic can enable better services delivery. SID [1], in particular justifies web based streaming video and applications and provides a reference to 3GPP SA4 work considering cross-layer optimizations by RAN and App mutual aware, e.g. network assisted DASH, video-aware scheduling.
It’s worth to note that SA2 has already analysed the interworking of 3GPP environment with data application providers, and concluded: The Evolved Packet System shall support policy control interactions between a mobile operator and data applications for all scenarios triggered by application layer signalling or by user plane traffic [3]. To accommodate the above requirement, Policy and Charging Control (PCC) architecture specified in TS 23.203 [6] provides the Rx reference point, which enables the application layer to authorize a specific usage. It is assumed that the AF has knowledge of the application type [6].
To conform with the established 3GPP architecture, understand protocol/signalling/cross-layers impacts, and at the same time to avoid duplicated solution, we believe any studied interworking concept in CASD should be evaluated against PCC.
Proposal 1: Any CASD solution should be evaluated against PCC. 
 
2.2	Identified challenges
RAN3 has identified the following detailed issues:
· Backhaul long latency (resulting from the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high)

· TCP E2E delay with throughput decreasing (when TCP has difficulties adapting to rapidly varying conditions of radio channel, the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which finally may impact the user experience).

· Video transmission issue cases (in particular for “Over-The-Top” (OTT) video or regular internet traffic for which LTE operators have on compared to GBR traffic):

1. Empty buffer (experienced by the UE when requesting not yet buffered video segments, resulting in re-buffering video)
2. Inaccurate throughput prediction for DASH (resulting from DASH client request based on downlink throughput prediction, which remains implementation specific mechanisms, and can be exemplary generated as outcome of history/on previous downloads)
3. Long video delay (assuming that scheduling priority is not appropriately set, a large buffer may cause long delay) 

· UL Video transmission critical data discard (intense due to missing distinction between critical and non-critical video frames, i.e. I- and P-frames, respectively) 
While first two issues (Backhaul long latency and TCP E2E delay with throughput decreasing) concern transport of a specific service across numerous network entities on its E2E route, attempt to tackle these by additional UE-eNB interaction may have bring actually an adverse effect: the additional UE and eNB interaction would negatively affect delay budget, if the air interface contributes with the new processing delay to the potentially new solutions. 
In addition, thinking of to the new RAN features, we believe considerations should not be too generic and it would be necessary to know what particular service is target, in order to understand an origin of the issue and what are the characteristic of a traffic to be addressed. Naturally, a solution might not be applicable to all services, therefore focus on essential use cases is necessary. With this regard, studies on CASD in RAN3 have already shown that video services appear most essential context to consider.
Observation 1: Video transmission related issues require special attention and priority. 

2.3 Video Optimization solutions
Considering the nailed downed scope: video transmission related use cases, we note remarkable attention is drawn to 3GPP interworking with 3rd party applications (i.e. OTT, DASH services and HTTP streaming paths). In RAN3, we provide more detailed view on the solution and anticipated impacts in [7]. Nevertheless, we highlight in the following subclasses significant overlap with SA4 analysis and conclusions on how standardized functionalities can be reused.   
2.3.1 	Empty buffer
The empty buffer issue identified in [2] concerns the typical scenario when the user drag a play scroll bar for some not yet buffer video segments, it takes some time to re-buffer the video segments. Referring to the current frameworks, even for non-GBR bearer, current TS23.203 [6] allows various QCIs, e.g. QCI 8 for “premium bearer” and QCI 9 for “default bearer”, which seems valid option to give a privilege to the video transmission. 
Table 1: Standardized QCI characteristics
	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
(NOTE 13)
	Packet Error Loss
Rate (NOTE 2)
	Example Services

	
	
	
	
	
	

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	NOTE 5:	This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".
NOTE 6:	This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.




Alternatively, eNB temporarily can prioritize the video packets based on UE request. However with this option, we foresee undesired behaviours related to security. I.e.a malicious UE may keep requesting to prioritize the DL packets. This was also one of the reasons for current PCC that core network entity makes the QoS decision. 
2.3.2 	Inaccurate throughput prediction for DASH
In a simple and straightforward implementation, a DASH client decides downloading the next segment based on the available buffer, currently estimated download rate, or bandwidth attribute [8]. It should be noted, that the topic of QoS support for DASH services has been an active area of discussion in 3GPP SA4 since Release 10 [4] and has resulted in specification work on the derivation of QoS mapping guidelines from the DASH MPD to be used by the application function (AF) of 3GPP Policy Charging and Control (PCC) architecture [6]. Therefore, the 3GPP PCC-level signalling can already accomplish the communication of network QoS information to the client device (user equipment or UE) and therefore the DASH client can locally (within the UE) obtain the QoS information via internal APIs.



Figure 2: An example policy and charging control (PCC) architecture to deliver QoS for DASH services

According to SA4 analysis, current PCC can already provide the QoS information to the UE. More importantly, SA4 did not see any issue for current mechanism. We believe this has been the main reason why SA4 did not see the immediate need to include RAN-level interfaces or the interfaces between DANEs and RAN elements into their study for the similar use cases.

2.3.3	Long video delay
The main issue from this scenario is how to set the appropriate the buffer to avoid long delay. It is the UE/application’s implementation issue on how to set appropriate buffer. Similar issue has been studied by SA4 (TR26.938 [4] and TS26.247 [9]). I.e. within the scope of defined QoE metrics, there is Initial Playout Delay and Playout Delay for Media Start-up. A clarification there [9] has been provided what strategy can be used by DASH client with appropriate use of the Playouts to achieve acceptable delays.
3	Summary
It should be not disregarded, that there is significant CASD issues overlap with the SA4 work and addressed use cases there for handling streaming services. From related analysis in SA4, it has been concluded there are various deployment choices for video optimisations. However, by supplying a GBR bearer at a bitrate that enables real-time delivery of at least a minimum set (typically audio and video) to OTT bearers (i.e.typically DASH), operator could avoid the issues. 
Establishing a GBR bearer for DASH is enabled since Rel-10 by using the PCC architecture [4]:
-	If the operator decides to send DASH content over a non-GBR bearer initially, it may be useful to initiate QoS update procedure with GBR QoS parameter once the network gets more loaded. The feasibility of this option requires further clarification with SA2 experts.
Observation 2: Use of GBR bearer for HTTP streaming helps to avoid video transmission issues. 
At least for the identified cases 1.Empty buffer And 3.Long Video Delay, if the strategy of changing UE’s QoS profile is adopted, the UE has higher QoS profile, or uses GBR bearer or higher priority non-GBR bearer, the long delay or empty buffer can be mitigated. Considering potential impacts, the solution would not seem to require any (RAN2) specification changes, while seems feasible in the scope of RAN2 (i.e. RRCConnectionReconfiguration procedure). Therefore, we propose the following:
Proposal 2: Adopt SA4 definition [9] on the use current PCC mechanism to communicate the network QoS information with the application client.
Proposal 3: Adopt SA4 recommendation [4] on the use of GBR QoS profile for video transmission issues resulting from empty buffer and long video delay.  
However, we understand the indication on deployment choices might not cover all possible use cases. In case, operator cannot apply the recommended solution, some further analysis on gaps would be good to get in order to have common understanding for rationale behind alternative solutions. 
[bookmark: _GoBack]Specifically, we note that inaccurate throughput estimate provision into DASH infrastructure/client could be a justified issue for further analysis, e.g. if is by some means available information via internal APIs.  
Similarly, the UL Video transmission critical data discard use case is overlapping with the one of the eVoLTE SI that RAN2 has just finished. This use case was not sufficiently studied in the scope of eVoLTE, thus there should be more careful elaboration and evaluation of potential solutions, including evaluation criterion on conforming with and co-existence with the PCC architecture. 
4	Conclusions
This paper has discussed the issues regarding the justification of the new RAN features to support Context Aware Service Delivery, suggests RAN2 to agree to what basis new functions should conform to and what could be the potential scope of follow-up work. 
As for specific actions, following is proposed:
Proposal 1: Any CASD solution should be evaluated against PCC. 
Proposal 2: Adopt SA4 definition on the use current PCC mechanism to communicate the network QoS information with the application client.
Proposal 3: Adopt SA4 recommendation on the use of GBR QoS profile for video transmission issues resulting from empty buffer and long video delay.  
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5.4	Solutions for issue 3
The topic of QoS support for DASH services has been an active area of discussion in 3GPP SA4 since Release 10 and has resulted in specification work on the derivation of QoS mapping guidelines from the DASH MPD in 3GPP TS 26.247 (informative Annex I) to be used by the application function (AF) of 3GPP Policy Charging and Control (PCC) architecture TS23.203. Utilization of QoS Information in DASH should follow the framework.
DASH due to the nature of its design reacts to congestion by reducing the requested bitrate without affecting the service continuity based on continuous buffer state observations and bandwidth measurements. The DASH client reacts to reduced TCP throughput by switching to a lower bitrate. 
-	From analysis in the 3GPP SA4 (TR26.936,Annex A) it is known that such operation can be supported by the supplying a GBR bearer at a bitrate that enables real-time delivery of at least a minimum set (typically audio and video) of lower quality Representations. Establishing a GBR bearer for DASH is enabled since Rel-10 by using the PCC architecture.
-	If the operator decides to send DASH content over a non-GBR bearer initially, it may be useful to initiate QoS update procedure with GBR QoS parameter once the network gets more loaded. The feasibility of this option requires further clarification with SA2 experts.

5.4.1	Solutions for case 1
Video transmission issues resulting from empty buffer can be mitigated by supplying UE’s higher QoS profile. If the operator decides to send DASH content over a non-GBR bearer initially, it may be useful to initiate bearer modification procedure, by supplying GBR bearer or higher priority non-GBR bearer, to serve the UE with higher QoS profile for OTT service. 

5.4.3	Solutions for case 3
Video transmission issues resulting from long video delay can be mitigated by supplying UE’s higher QoS profile. If the operator decides to send DASH content over a non-GBR bearer initially, it may be useful to initiate bearer modification procedure, by supplying GBR bearer or higher priority non-GBR bearer, to serve the UE with higher QoS profile for OTT service. 
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