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Discussion and decision
1 Introduction
In this paper, further Access Stratum operation principles for QoS differentiation is proposed, building on the agreements from the previous meetings.    

Agreements

1: The "data radio bearer" (DRB) defines the Over-The-Air packet treatments in the RAN. 

2: A DRB serves a set of packets requiring the same packet forwarding treatment, e.g. reliability, target delay, etc. 

3: A separate DRB is defined for each different packet forwarding treatment required.

Agreements

1
For DL for a non-GBR flow, the eNB sees an indication over NG-u and based on the indication the eNB maps the packet to a DRB of an appropriate QoS. 

RAN2 understanding of SA2 agreements is that eNB has a QoS profile associated with the indication.

FFS whether there is a requirement for every different QoS indication to be mapped to a different radio bearer.

2
Functionality is required to differentiate flows from different PDN-connections over the radio interface (e.g. by using separate DRBs or by an explicit indication in a header)

3
For DL, the eNB establishes DRBs for the UE taking the QoS profiles in to account.

FFS how the DRB is established in the first packet is an UL packet.
2 Discussion
2.1 

GBR flows
In order to guarantee certain bit-rates, in principle, admission control should be performed. For the usage of admission control 

a) the bitrates of all already admitted flows need to be known, and 

b) it need to be possible to reject and/or pre-empt flows that cannot be admitted. 

In addition to admission control, prioritization in priority queues is used as a mechanism to ensure GBR. In sophisticated implementations, the prioritization is varying and rate dependent, such that when the bitrate exceeds GBR (over a certain time), the priority is decreased, and the priority may be further decreased when the bitrate exceeds MBR (maximum bit-rate). 
In most reasonable load cases, low rate GBR flows, e.g. for voice, can served sufficiently well without admission control, only by rate dependent prioritization, i.e. all flows are admitted. For high load cases, there are also other non-rate-dependent reject mechanisms, e.g. Access Control. 
For high capacity deployments with very high bandwidth and bitrates, admission control may be less applicable and prioritization may be sufficient, as the performance for high priority low/medium birate flows is expected to be limited by radio path loss rather than capacity sharing with other users. 
However, as NR is expected to also be deployed in lower capacity deployments, e.g. in lower spectrum, and to allow new services with high bit-rate GBR, we expect that admission control could still be useful. Thus we assume that connection oriented signaling for the admission controlled flows and any higher priority flow that causes load to the system is required.

Proposal 1: For GBR flows, RAN2 assumes that connection oriented signaling is used, at setup and removal, allowing RAN admission control. 
In addition to operator-prioritized media applications, guaranteed QoS for URLLC seems like a case that would also need to be handled like a GBR flow, i.e. with admission control, priority queue handling, and in addition pre-allocated resources. We assume that flows with Guaranteed QoS for URLLC can be GBR flows. 
Proposal 2: RAN2 assumes that Flows with guaranteed QoS for URLLC are GBR flows (or equivalent). 

2.2 

Radio Bearer Mapping
In order to allow different implementations and systems that has different capability with respect to QoS differentiation we suggest a high degree of autonomity for the RAN. The motivation is that this will anyway be the case for real implementations, i.e. today there are implementations where schedulers and queuing mechanisms are limited and packets belonging to different radio bearers may anyway get the same forwarding treatment. 
However of course still the operator shall be in control of the target QoS characteristics for all flows and system bearers, and regardless Radio Bearer mapping, a RAN should always try to achieve QoS targets for the applicable QoS profiles.
Proposal 3: Based on QoS profile information associated with the system bearer and/or the QoS indication from the core network, RAN decides the mapping between radio bearer and system bearer/PDU flow. 

Proposal 4: There is no requirement that every different QoS indication from the core network need to be mapped to a different Radio Bearer.
We note that introduction of new services may be problematic, as the introduction of a new QoS class may have system wide impact. For sophisticated RANs, it could be possible to just introduce localized support for a new QoS class, and thus limit the system impact. However, this would require that RAN can also handle packet filters and flow identification. 
Proposal 5: It should be supported that RAN implements more fine granular QoS differentiation than the core network, i.e. that traffic of a single QoS indication can be mapped to multiple Radio Bearers. 

2.3 

Radio Bearer Establishment
SA2 has introduced the concept of reflective QoS, meaning that QoS differentiation can be done without explicit bearer establishment in the control plane. Instead, packets are tagged with QoS indicators which point to pre-installed QoS profiles, and when packets of a new QoS class (with a new QoS indication) are detected in the DL, resources for QoS differentiation can be allocated on the fly, and packet filters for the UL can be determined from fixed rules applied to the tagged DL packets. 
We note that in the RAN there could be two options for how to establish Radio Bearers and Logical channels, either the legacy way of establishing Radio Bearers and Logical channels by RRC signalling, or by mimicking the system approach by implicit establishment by reflective methods. Figures 1 and 2 below illustrates the two options.
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FIGURE 1. Implicit and Reflective bearer and logical channel establishment. 

[image: image2]
FIGURE 2: Explicit RRC Radio Bearer and Logical Channel establishment
We suggest that RAN2 discusses the proposals below, that outlines two different methods of Radio Bearer establishment. 

Proposal 6A: Radio Bearers and logical channels can be established without an RRC setup procedure, in a reflective way, based on information indicated in the User Plane. 
Proposal 6B: Radio Bearers and logical channels can be established by explicit RRC setup procedure. 
3 Conclusion
Proposal 1: For GBR flows, RAN2 assumes that connection oriented signaling is used, at setup and removal, allowing RAN admission control. 
Proposal 2: RAN2 assumes that Flows with guaranteed QoS for URLLC are GBR flows (or equivalent). 
Proposal 3: Based on QoS profile information associated with the system bearer and/or the QoS indication from the core network, RAN decides the mapping between radio bearer and system bearer/PDU flow. 

Proposal 4: There is no requirement that every different QoS indication from the core network need to be mapped to a different Radio Bearer.
Proposal 5: It should be supported that RAN implements more fine granular QoS differentiation than the core network, i.e. that traffic of a single QoS indication can be mapped to multiple Radio Bearers. 
Proposal 6A: Radio Bearers and logical channels can be established without an RRC setup procedure, in a reflective way, based on information indicated in the User Plane. 

Proposal 6B: Radio Bearers and logical channels can be established by explicit RRC setup procedure. 
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For DL: The UE allocates a RX queue for the new lcid, routes the packets internally based on sysbearerid.
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RAN allocates a new logical channel a new Radio bearer, and decides on forwarding behaviour, e.g. priority. 
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For UL: the UE determines and installs UL IP filter from analyzing the data packets, and applies the Prio for UL logical channel prioritization
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RAN allocates a new logical channel a new Radio bearer, and decides on forwarding behaviour, e.g. priority. 
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For DL: The UE allocates a RX queue for the new lcid, routes the packets internally based on sysbearerid.
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For UL: the UE determines and installs UL IP filter for the new Radio Bearer based on NAS information and procedures








RRC: RB setup <lcid> <prio> <sysbearerid> 








