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1 Introduction
During RAN2 #95 meeting, there is no consensus on whether a feedback mechanism for SC-PTM for NB-IoT and/or eMTC is needed. This is a summary of the email discussion on [95#43] [LTE/feMTC/NB-IOTenh] SC-PTM feedback mechanism. 
 [95#43][LTE/feMTC/NB-IOTenh]    SC-PTM feedback mechanism (Huawei).

Discussion on the need for a feedback mechanism for SC-PTM for NB-IoT and/or MTC 


Intended outcome: Email discussion report


Deadline: Thursday 22/09/2016

The deadline of this email discussion is Thursday, 2016-09-22. 
2 Discussion
This email discussion addresses the following feedback mechanism related issues: 

-
Protocol for SC-PTM transmission 
-
Successful ratio of transmission

-
Unreliability problem for SC-PTM transmission
-
Solutions for unreliability problem 
2.1 Protocol for SC-PTM transmission
According to the existing protocol, the transmission for MBMS data streams over M1 is based on UDP/IP and the UDP/IP packet will be delivered to RLC layer directly, as show in Fig. 1. Each UDP/IP packet will be carried by several TBs in physical layer. 
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Fig.1 Protocol for SC-PTM transmission
Note 1: According to the current specification in [1], there are 3 delivery methods in BM-SC:

· Download delivery method

· Streaming delivery method
· Group communication delivery method

FEC algorithm in FLUTE can be used to improve the reliability of multi-cast transmission in download and streaming delivery methods [1]. Currently, the SC-PTM service uses the group communication delivery method, which means the FEC algorithm in FLUTE is not supported for SC-PTM in current protocol. 
Note 2: In FLUTE, the multi-cast date will be coded into several FLUTE blocks. The FLUTE blocks have the capability of error correction and detection. For example, if there are 100 FLUTE blocks and the UE receives 80 of them, the UE can detect or correct the error part by FEC. In case of detecting the error part, UEs can inform the application layer and ask for unicast retransmission of the missing part identified by FEC. The size of each FLUTE block can be 4k bytes, 8k bytes, etc. The correction capability relies on implementation and other restriction. 
The introduction of FEC algorithm is out of RAN2 scope. In the following analysis, we will consider both directions on the cases introducing FEC or not.
Note 3: Each FLUTE block will be carried by several UDP/IP packets. Consider a UDP/IP packet of size 1.5k bytes for Ethernet. Therefore, each 4k bytes of FLUTE block needs at least 4 UDP/IP packets. 
Note 4: In RLC layer, each UDP/IP packet will be divided into several RLC PDUs.

Note 5: Since there is no multiplexing in MAC layer for multicast, each MAC PDU carries one RLC PDU.

Note 6: MAC PDU is delivered to PHY layer and transmitted as transport block (TB).
Discussion point 1. Companies are invited to provide their views on whether the above indicated protocol is reasonable for discussion on the reliability of SC-PTM transmission. Please justify your response.
(1.a) Yes, why,
(1.b) No, why.
Table 1. Company's view on Discussion point 1
	Response 1
	Company's name and comments

	1.a. Yes, Why?
	· [Ericsson] The protocol stack provided in Figure 1 can be considered as a reasonable assumption to us, however we would like to clarify/confirm some aspects. Considering that there are alternatives to FLUTE for the application layer, we assume that the stack provided in the report only refers to an example. There are other means that support FEC code such as “MBMS Download”.
Regarding Note 1, as commented earlier, GCS AS does not necessarily need to be coupled with SC-PTM. Note that RAN2 did not agree on using GCS AS. SC-PTM is a transmission mode, which RAN (in MCE) decides to use. Thus we should not assume any architecture beyond the current (e)MBMS architecture.
We think RAN2 should rather consider the “Download delivery method” instead of the “Group communication delivery method” for software download, i.e. firmware updates, but this discussion is outside of the scope of RAN2. Note that MBMS Download delivery method supports the use of FEC and (unicast) File Repair procedure for post-delivery repair of files.
· Huawei, HiSilicon: Yes. It is reasonable based on the current protocol. Whether FEC algorithm is applicable depends on which delivery method is used for SC-PTM.
· [Kyocera]: Yes, the indicated protocol is aligned with section 7 of [1] as well as our specifications. 
· [ZTE] This protocol stack is OK for us.
· [Qualcomm] This is reasonable as an example. 
· [Intel] Notes 1 to 3 are not in the scope of RAN2. We are OK with the notes 4 to 6 in the protocol stack.

	1.b. No, Why?
	· 


In practical, one SC-PTM service can be broadcasted by network several times continuously or intermittent. But different transmissions are independent, since they have individual segment and package. It means that it is impossible to perform combination in physical layer, RLC layer, or higher layer during reception for different round of SC-PTM transmission.
Discussion point 2. Whether the UE can perform combination in physical layer, RLC layer, or higher layer during reception of several SC-PTM transmissions based on the current specification?
(2.a) Yes, in which layer?
(2.b) No.
Table 2. Company's view on Discussion point 2
	Response 2
	Company's name and comments

	2.a. Yes, in which layer?
	· [Ericsson] We do not agree that “it is impossible to perform combination” in any of the layers mentioned above. If the transmission parameters were to be kept same between retransmissions of the multicast data, e.g. firmware, the UE would be able to combine the TBs in separate transmissions. Note that in order for the multicast to work, the MCS and the TB size should relatively be static so that the transmissions would be decodable by all UEs receiving the service.
If higher layers were to use a suitable FEC code, such as Raptor FEC with “Download delivery method”, it would be possible to combine the data in separate IP packets regardless of the order of the received packets, and regardless of which specific IP packets are not fully recovered (e.g. when one FEC block maps to one IP packet). The main motivation for the FLUTE mechanism is to enable reliable transmission over unidirectional links, i.e. links with no feedback.
· [ZTE] We think it’s possible to perform combination in physical layer or higher layers, although current specification does not support.

In physical layer, we cannot agree the segment and package are necessarily different among independent transmissions. If eNB blindly schedule each TB for several times, the content/MCS/TBS of the same TB can be the kept, as long as the retransmission are within the same MBMS session and UE have enough buffer to combine.

For the same reason, RLC layer, PDCP layer combination is also possible as long as a RLC PDU or PDCP PDU are the same among multiple transmissions.
· [Qualcomm] This e-mail discussion should consider only AS aspects. What protocols used in upper layers is outside scope of RAN2. If necessary RAN2 can communicate to other groups (e.g. CT1, SA2) AS layer decisions and ask for feedback. Physical layer recombination should be possible for SC-PTM in NB-IoT/eMTC. We would think this is necessary considering the coverage extension in eMTC/NB-IoT.
· [Intel] Combining in RLC layer in UM mode is not able to combine the segments as it works on SN and two independent transmissions have different transmission parameters including SN. PHY layer combination is possible within or for a given TB. Any higher layer process would be out of RAN2 scope.
· 

	2.b. No
	· Huawei, HiSilicon: No. Based on the current specification, there is no retransmission in physical layer and RLC layer. Thus, there is no combination in lower layers. In higher layer, since different transmissions are independent, no combination is applicable.
· [Kyocera]: No, at least in AS layers. 
· 


2.2 Successful ratio of transmission

Based on the above protocol for SC-PTM transmission, we assume that multicast data for software update is 200k octets, and the maximum size of UDP/IP packet is 1500 octets. In physical layer, the typical BLER for PDSCH is 0.1 based on the current MCS and reliability. But even though more resource is assigned for PDSCH transmission to achieve some enhancement in RAN1, the PDSCH BLER may be only decreased to 0.01. 
Note: Actually, it is very hard to achieve such high transmission reliability for SC-PTM in NB-IoT or eMTC, since there is no HARQ for current multicast. But we use such value for the following analysis. In practical, the problem will be more serious.  
Based on these assumptions, the successful ratio of software update for a NB-IoT UE is calculated and shown in the following Table 1. 
Table 1. Successful ratio of software update for a UE

	
	NB-IoT
	Legacy LTE

	The size of multicast data (software update)
	200k octets

	The maximum size of UDP/IP packet
	1500 octets (for Ethernet)

	Total number of UDP/IP packets
	200k/1500=133 UDP/IP packets

	The maximum DL TBS (including 2 octets RLC header and 2 octets MAC header)
	680 bits (MCS 4~12) 

256 bits (MCS 0)
	12960 bits (using only 20PRB, LTE supports up to 110PRB)

	The number of TBs for each UDP/IP packet
	at least 19 TBs (MCS 4~12)
at least 54 TBs (MCS 0)
	1 TB with high probability

	Assumption of PDSCH BLER
	0.01
	0.01

	Successful ratio of TB transmission in PHY layer (if RAN1 improves the BLER by more reptitions)
	0.99
	0.99

	Successful ratio of UDP/IP packet transmission
	0.9919 = 0.826 (MCS 4~12)
0.9954 = 0.581 (MCS 0)
	0.991 = 0.99

	The probability for a UE to receive all multicast data
	0.826133=9*10-12(MCS 4~12)
0.581133=4.3*10-32 (MCS 0)
	0.99133 = 0.263


We can see from Table 1, since the maximum DL TBS of NB-IoT is much less than LTE, the transmission reliability becomes a critical issue. In Rel-13 SC-PTM, an UDP/IP packet can be carried by only one TB with a high probability since the DL TBS is big enough. 
However, in the best case of NB-IoT (i.e. the TBS of 680 bits is used for multi-cast, and good coverage will lead to high level MCS), an UDP/IP packet needs to be carried by 19 TBs in physical layer. In the case that UEs in bad coverage (e.g. MCS 0 is used to guarantee the coverage of cell-edge UEs and the maximum TBS is only 256 bits), an UDP/IP packet needs to be carried by 54 TBs in physical layer. 
Since much larger number of TBs is needed than LTE, the reliability of UDP/IP packets transmission is quite low (only 82.6% for MCS 4~12 and 58.1% for MCS 0). Any missing TB will lead to the failure of software update, the success of software update for a UE is almost impossible (only 9 * 10-12 for MCS 4~12 and 4.3 * 10-32 for MCS 0). Thus, in each round of SC-PTM transmission, there is almost no UE can successfully receive the SC-PTM service.
Discussion point 3. Is this a critical problem to be solved to support SC-PTM service for NB-IoT? 
(3.a) Yes.
(3.b) No, why?
Table 3. Company's view on Discussion point 3
	Response 3
	Company's name and comments

	3.a. Yes
	· [Ericsson] We agree that this problem needs to be addressed, however this does not necessarily require any feedback mechanism to be specified in the AS. As mentioned in our comments above, a mechanism for unicast file repair is available when MBMS Download is used. In the analysis provided for discussion point 3 above, it is assumed that no TBs or IP packets are retransmitted and/or there is no higher layer coding, such as FEC, to increase reliability.

Consider the following case based on a similar analysis used for this discussion point: We assume that file transmission for firmware update is repeated 3 times, i.e. per TB, the transmission format is kept the same and UEs can combine TBs received in separate transmissions. Then the probability for UEs to receive all 133 IP packets would be more than %99 for both MCS cases.
Prob. for successful TB transmission: 1 - 0.013 = 0.999999

Prob. for successful UDP/IP packet tx (MSC 0): 0.99999954 = 0.999946

Prob. for successful UDP/IP packet tx (MSC 4-12): 0.99999919 = 0.999981

Probability for UE to receive all multicast data successfully (MSC 0):  0.9928
Probability for UE to receive all multicast data successfully (MSC 4-12):  0.9975
One should also keep in mind that MCS 0 is used for NB-IoT UEs in worst case coverage which may not represent the majority of NB-IoT UEs in the serving cell. It may be more efficient to serve those UEs via unicast, if multicast were to be considered very costly, from radio resources standpoint. 
· Huawei, HiSilicon: Yes. In legacy SC-PTM, RAN layer can provide high reliability to upper layer. But here, based on the above analysis, the input reliability performance to IP layer is quite low, which is not applicable for application layer. 
As a result, the SC-PTM service needs to be retransmitted by unicast for most UEs. It is a quite waste of resource and UE power consumption.

Thus, it is a critical problem that needs to be solved to support SC-PTM for NB-IoT.

· [Kyocera]: Yes. We share the rapporteur’s analysis.
· LG: Yes, but UL feedback based SC-PTM re-transmission is not suitable for NB-IoT. Please refer to comment in table 5 for details.
· [ZTE] We can agree the reception success ratio will be impacted due to the small TBS in NB-IoT and eMTC. But apparently, blind retransmission is an easy and efficient way to address the problem caused by small TB. If eNB blindly schedule each TB for 2 or 3 times, the probability for a UE to receive all multicast data successfully is increased greatly. Based on the data provided in table 1, we can calculate the same results as that of Ericsson provides. The probability of UE to receive all data successfully is larger than 0.99% with 3 times blind retransmission.

Although blind retransmission can provide over 99% reception success ratio, we also notice that there are still a few UE will fail to receive all data of a session. Moreover, it is very likely that the failed UE are in worst coverage.
We see at least 2 solutions to resolve this less than 1% UE problem. One is to depend on unicast and FEC mechanism. Another is to have a feedback / retransmission in AS layer.

The main difference between these 2 solutions is UE power consumption. AS layer feedback/retransmission is more UE power saving efficient since there is no RRC connection is required.

The most efficient way is to have a HARQ mechanism for SC-PTM multicast transmission. Feedback and retransmission are implemented at TB layer. When one or more UE failed to receive a TB, eNB retransmit the TB. With the help of blind retransmission, the probability of feedback/retransmission is very limited. For example, we assume 1000 UE in cell are receiving a session and 3 times blind retransmission is applied first. Then for each TB, the probability that at least one UE fails to receive can be calculated as following:

P = (1 - 0.9999991000) = 0.001.

For a 200k bytes firmware package, total TB numbers is 54*133=7182 and 19*133= 2527 for MCS 4-12 and MCS 0 respectively. Thus, the expected feedback/retransmission = 7182 *0.001 = 7.182 and 2527*0.001=2.527 respectively.

With such small number of feedback and retransmission, the required resource and UE power consumption is also limited.
In summary, blind retransmission by AS layer can be the basic solution to address the problem. For a few of UE which failed to receive all data packet, AS layer feedback/retransmission is an efficient solution.
· [Qualcomm]: Agree problem needs to be resolved and we think AS layer blind repetition can resolve the problem in most cases. In any case a feedback channel (unless it is 100% reliable) cannot guarantee 100% success either.
· [Intel] We also share the view that this issue needs to be further discussed. The feedback mechanism, as a solution, may impact the UE's power consumption (as UE would need to establish RRC connection). To avoid the interruption in multicast reception, any feedback needs to be transmitted once the multicast session is complete (because these UEs have limitations –e.g. on TBS, L2 buffer size and/or #HARQ process -, and RRC_CONNECTED UEs will not be able to continue with the reception of Multicast Services). Moreover, it is also preferred not to add complexity of defining HARQ for SC-PTM in NB-IOT.


	3.b. No, Why?
	· 


, If we assume that FEC code can correct 20% error in application layer (even though it is very hard to be achieved). It means that the successful ratio of FEC block transmission should be larger than 80%, so that FEC algorithm can work well. E.g. we assume the FEC block size is 4k bytes, which will be divided into 3 UDP/IP packets. Then, the successful ratio of UDP/IP packet transmission should be larger than 0.928 (0.9283^3 = 0.8). For the best case with TBS of 680bits and MCS level of 4~12, the successful ratio of TB transmission in PHY layer (physical layer reliability) should be higher than 0.996 (0.996^19 = 0.9283) which is impractical to use repetition in NB-IoT to target 0.4% BLER. Anyway, there is no definition for the size of FEC block and the capability of FEC correction, which are quite different based on the implementation for different companies. 
Discussion point 4. Is this still a critical problem to be solved to support SC-PTM service for NB-IoT when FEC code is used? 
(4.a) Yes.
(4.b) No, why?
Table 4. Company's view on Discussion point 4
	Response 4
	Company's name and comments

	4.a. Yes
	· Huawei, HiSilicon: Yes. If RAN layer reliability is quite low, any FEC algorithm is useless. 
· [Kyocera]: Yes.
· [ZTE] As we mentioned in discuss point 3, although blind retransmission can provide over 99% success reception ratio of all data of a session, there are always a few UE fails. Whether to depend on FEC or to depend on AS layer feedback/retransmission is worthy discussion.

As mentioned in discussion point 3, AS layer feedback/retransmission is more efficient than FEC in UE power saving aspect.
· 

	4.b. No, Why?
	[Ericsson] It would be possible to address those issues with retransmissions and/or mechanisms at higher layers such as FEC code etc.
· [Qualcomm] The exceptional cases can be overcome by mechanisms in higher layers.
· [Intel] FEC helps improve the reliability. Repetition of the SC-PTM session and PHY retransmission also improve the reliability.



If the answer for Discussion point 3 and Discussion point 4 is “Yes”, we should figure out a solution to solve this problem. Based on the analysis in Table 1, we can introduce some reliability methods in any layer. In physical layer, they can introduce HARQ and/or large number of repetitions to achieve higher reliability. Alternatively, we can also introduce higher layer retransmission, e.g. in RLC layer to guarantee the high reliability. Besides, we can also leave this problem to application layer (other than FEC in FLUTE in current specification). 
How to choose these solutions should be based on the UE power consumption, implementation complexity, standardization, flexibility for different services, and the impact on the current procedure or specification. 
Discussion point 5. If the answer for Discussion point 3 and Discussion point 4 is “Yes”, what is the suggested solution to solve this problem? Please justify your response by considering the following options:
(5.a) Physical layer reliability.
(5.b) Higher layer retransmission.

(5.c) Application layer solution, other than FEC in FLUTE.

(5.d) Other option, if any. 
Table 5. Company's view on Discussion point 5
	Response 5
	Company's name and comments

	5.a. Physical layer reliability.
	· [Ericsson] eNB can provide redundancy via multiple transmissions. Please see the analysis we have provided for Discussion point 3.
· Huawei, HiSilicon: We think physical layer reliability is the key factor for RAN level. Any enhancement can improve the performance effectively. Since this is no HARQ for current SC-PTM service, HARQ or HARQ-like solutions can be an alternative to solve the problem mentioned above.
· [Kyocera]: HARQ retransmission and/or link adaptation with HARQ feedback is preferable, which was also evaluated/identified as beneficial for different services such as MCPTT (in Rel-13 SC-PTM study) and V2X (in Rel-14 study) in terms of spectral efficiency. Despite some of the standardization efforts needed to enhance the existing HARQ mechanism for multiple UEs receiving SC-PTM in RRC Connected and especially in RRC IDLE, the benefits will be substantial. Some of the ways to minimize the complexities include the possibility of designating feedback resources for specific TMGI without restriction feedbacks from multiple UEs (regardless of whether in IDLE or in Connected). 
· [ZTE] Multiple retransmissions should be the basic solution. The eNB can indicate the retransmission numbers, and indicate which transmissions are for the same RCL/MAC PDU. Thus UE can avoid receive redundant transmission if it already decode a former one successfully. We can call this kind of multiple retransmission “pre-defined retransmission”.
On the other hand, we also point out for those less than 1% UE which fail to receive all packets, a HARQ mechanism is more efficient approach. The HARQ mentioned can begin to work after the pre-defined retransmission finished. UE that fails to receive the TB after the TB is transmitted for pre-defined numbers can feedback and trigger more retransmission of this TB.
· [Qualcomm] Multiple transmissions at physical layer is necessary.
· [Intel] As mentioned in table 3, it would be preferable to avoid adding complexity of UE's HARQ for multicast in NB-IOT.
· 

	5.b. Higher layer retransmission.
	· [Ericsson] File transmission can be repeated multiple times to increase data robustness. Please see the analysis we have provided for Discussion point 3.
· Huawei, HiSilicon: In RAN2 #95 meeting, RLC UM was agreed for SC-PTM. There is no retransmission and combination in RLC layer. Thus, new mechanism for feedback and retransmission can be also an effective option to solve the problem mentioned above.
· [Kyocera]: RLC ARQ may be reused but not a preferable solution. The UE power consumption will be worse than 5.a during the retransmission since it has no soft-combining gain and is retransmitted within a different TB (e.g., the duplicated MAC SDU is discarded in RLC after unnecessary PHY reception from the perspective of UEs successfully decoded the first transmission; the condition will be much worse if different UEs missed different MAC SDUs, which may cause many retransmissions in long term and affect to the window operation in RLC AM). 
· LG: Transmission of UL feedback would trigger UEs to make RRC connection establishment which would also increase UE power consumption, consume UL resources and increase UL congestion. 
· RAN2 already agreed reception of SC-PTM in RRC_CONNECTED is not required for NB-IoT. This means that the SC-PTM reception can be interrupted while sending ACK/NACK. Hence, ACK/NACK based SC-PTM re-transmission is not suitable for NB-IoT.
· Furthermore, ACK/NACK based SCPTM re-transmission was already discussed in LTE WI, but we didn’t see clear benefit of the ACK/NCAK for broadcast. If there are so many UEs interested in SC-PTM transmission, ACK/NCAK will be meaningless because some UEs definitely fail to receive data and send ‘NACK’ until the data is re-transmitted several times. So blind re-transmission without feedback seems sufficient.
· [ZTE] Although current specification has no retransmission for RLC/MAC PDU for SC-PTM, it should not be difficult and complicate to support it in R14. Apart from physical layer combination as mentioned in 5.a, if UE just handle the multiple transmission of RLC PDU independently, i.e, no physical layer combination, it’s still beneficial for UE to increase reception success ratio as we calculate in discuss point 3. This kind of combination is like “select combination” in UMTS MBMS.
· [Intel] As mentioned in table 2, RLC in UM mode cannot combine the multiple retransmissions, as the sequence of transmissions would be different for the same SC-PTM bearer. RLC in AM mode is not preferred as it is more power consuming. However, larger TBS size can be considered as multiplexing at the MAC is not supported for multicast.


	5.c. Application layer solution, other than FEC.
	· [Ericsson] Other application layer mechanisms can also be used or a UE may request the missing data in particular using the application layer protocols.
One possible method can be to send small UDP/IP packets so that less segmentation is needed to increase the reliability of successful UDP/IP packet transmissions. The missing packets can then be corrected by a suitable error correcting mechanism. The details of such mechanisms are not within the scope of this RAN2 WI.

· [Kyocera]: A file reacquire in application level may be assumed as an implementation but not a preferable solution. The UE power consumption may be the worst since it needs to transition to RRC Connected and the packet size of retransmission becomes bigger than the TB size which was failed to be decoded, while no standard impact is foreseen from RAN2 point of view. 
· [ZTE] A MBMS session can be “started” multiple times by CN with the same session ID. This can help UE “combine” data from different transmission of same MBMS session. However, this is not UE power efficient. Those UE that failed in receiving all data in previous transmission of this session, will have to receive all data again to acquire its missing data. For each UE, the reception failure ratio is less than 1% (assume BLER is 0.99). This means reception of 99% packets again is not necessary. However, there is no means for UE to distinguish which packet is its missing packet.
Although there may be application layer solutions to fix missing packet issue, we should NOT depend on those beyond 3GPP scope solutions, and should NOT take those solutions into account.
· [Qualcomm]: Application layer mechanisms can be used where necessary (outside the scope of RAN2). As mentioned before, RAN can not guarantee 100% reliability for delivery of SC-PTM to all UEs and upper layers need to have mechanisms to cater for exceptional cases.
· [Intel] As there is already mechanism in higher layer to combine the UDP/IP packets from the re-broadcast of the SC-PTM service. Re-transmission of SC-PTM service without feedback also would be useful.


	5.d. Other option, if any.
	· 


For eMTC, the only difference is that the maximum TBS is 1000bits. If the answer for Discussion point 3 and Discussion point 4 is “Yes”, eMTC should also have the similar problem based on the similar analysis in Table 1. 
Discussion point 6. Is it also a critical problem to be solved to support SC-PTM service for eMTC?  
(6.a) Yes, same problem as NB-IoT.
(6.b) No, why?
Table 6. Company's view on Discussion point 6
	Response 6
	Company's name and comments

	6.a. Yes, same problem as NB-IoT.
	· [Ericsson] Please see our comments for Discussion points 3 and 4.
· Huawei, HiSilicon: Yes. The maximum TBS of 1000bits cannot change this essential problem. We think eMTC has the same problem as NB-IoT.
· [Kyocera]: Yes. 
· LG: Yes, but UL feedback based SC-PTM re-transmission is not suitable for eMTC. Please refer to comment in table 7 for details.
· [ZTE]Yes, same comments as that for NB-IoT.
· [Qualcomm] Same as for NB-IoT

· [Intel] same solution is preferred.
· 

	6.b. No, Why?
	· 


Considering the physical design for eMTC is different from NB-IoT, the solution for eMTC may be different from NB-IoT. 
Discussion point 7. If the answer for Discussion point 6 is “Yes”, what is the suggested solution to solve this problem? Please justify your response by considering the following options:
(7.a) Physical layer reliability.
(7.b) Higher layer retransmission.

(7.c) Application layer solution, other than FEC in FLUTE.

(7.d) Other option, if any. 
Table 7. Company's view on Discussion point 7
	Response 7
	Company's name and comments

	7.a. Physical layer reliability.
	· [Ericsson] Please see our comments for Discussion point 5.

· Huawei, HiSilicon: Same comments for #5. The restriction on power consumption for eMTC is not so strict as NB-IoT, the solution for eMTC may be different from NB-IoT.
· [Kyocera]: Same with 5.a, since a single solution is preferable.
· [ZTE] Same as our comments for 5.a.
· [Qualcomm] Same comments as for NB-IoT.
· [Intel] same as mentioned in 5.a.
· 

	7.b. Higher layer retransmission.
	· Huawei, HiSilicon: Same comments for #5. The restriction on power consumption for eMTC is not so strict as NB-IoT, the solution for eMTC may be different from NB-IoT.
· [Kyocera]: Same with 5.b.
· LG: Transmission of UL feedback would trigger UEs to make RRC connection establishment which would also increase UE power consumption, consume UL resources and increase UL congestion. UL feedback transmission will also increase UE power consumption which is important for MTC devices.
· Furthermore, ACK/NACK based SCPTM re-transmission was already discussed in LTE WI, but we didn’t see clear benefit of the ACK/NCAK for broadcast. If there are so many UEs interested in SC-PTM transmission, ACK/NCAK will be meaningless because some UEs definitely fail to receive data and send ‘NACK’ until the data is re-transmitted several times. So blind re-transmission without feedback seems sufficient.
· [ZTE] Same as our comments for 5.b.
· [Qualcomm] Same comments as for NB-IoT.
· 

	7.c. Application layer solution, other than FEC.
	· [Kyocera]: Same with 5.c.
· [ZTE] Same as our comments for 5.c.
· [Qualcomm] Same comments as for NB-IoT.
· 

	7.d. Other option, if any.
	· 


2.3 Other issues

Companies are asked to describe any other issues related to feedback or reliability for SC-PTM transmission in NB-IoT or eMTC that RAN2 should consider in the table below.

Table 8. Other issues that should be addressed
	Company name
	Comments

	Ericsson
	We think any discussion regarding the specification of a feedback mechanism should be taken in a wider context for MBMS in general, thus may also apply to WGs other than RAN.

	Kyocera

	We wonder if the spectral efficiency and UE power consumption should be taken into account, since these resources are quite limited in FeMTC/eNB-IoT.

	ZTE

	We think when consider the solution, UE power saving is more important than cell resource efficiency. Because SC-PTM is a one point to multiple point transmission, improper solution may affect huge number of UE.

	Qualcomm

	100% successful delivery via SC-PTM to all interested UEs is not possible.
Therefore need to have balance between gains versus effort (e.g. RAN2 time) of any other AS mechanism than physical layer blind retransmission/recombination.

	Huawei, HiSilicon

	When studying the solution for low reliability problem in NB-IoT and eMTC, both spectral efficiency and UE power consumption should be taken into consideration. 

	Intel
	Feedback-less retransmission mechanisms is suitable for NB-IOT/eMTC.


3 Email discussion result
The following 8 companies participated in the email discussion: Ericsson, Huawei, HiSilicon, Kyocera, LGE, ZTE, Qualcomm, Intel. 

Section 3.1 provides a summary of the inputs provided for each discussion point and a set of recommendations based on these inputs are provided in section 3.2.

3.1 Summary
3.1.1 Assumption
Discussion point 1: Whether the protocol stack provided in Figure 1 can be considered as a reasonable assumption for the discussion on the reliability of SC-PTM transmission?
· All companies agree that it is reasonable to take this protocol stack as an example to analyze the reliability of SC-PTM transmission for NB-IoT and eMTC. 
Proposal 1: The protocol stack provided in Figure 1 can be considered as a reasonable assumption to discuss the reliability of SC-PTM transmission.
Discussion point 2: Whether the UE can perform combination in physical layer, RLC layer, or higher layer during reception of several SC-PTM transmissions based on the current specification?

· 4 companies think combination in AS layer is possible if the MCS/TBS and segment is the same between retransmissions of multicast data.
· 3 companies think that there is no combination in AS layer based on the current specification.
Actually, I suppose all companies have the same understanding that current specification doesn’t have the restriction to keep the same configuration of MCS/TBS and segment between transmissions of multicast data. If the MCS/TBS and segment is the same between transmissions of multicast data, combination can be performed in AS layer.
Observation 1: Based on the current specification, combination can’t be performed in AS layer. If the configurations of MCS/TBS and segment is the same between transmissions of multicast data, combination can be performed in AS layer. 
3.1.2 Problem Identification
Discussion point 3: Whether the identified problem is a critical one to be solved to support SC-PTM service for NB-IoT?
· ALL companies agree that the identified problem needs to be addressed.
Some companies also proposed the solution for this problem. We will move the solution part to Section 3.1.3 to discuss with Discussion point 5.
Proposal 2: The identified problem that current SC-PTM mechanism in NB-IoT has very low reliability needs to be addressed. 
Discussion point 4: Whether the identified problem is still a critical one to be solved if FEC code is used in application layer for NB-IoT?
· 4 companies agree that the identified problem still needs to be addressed if FEC code is used in application layer for NB-IoT.

· 3 companies think the identified problem can be solved by higher layer (application layer) mechanism, e.g. FEC code.
Whether it is still a problem after FEC code is used, or on the other words, whether the application layer can accept such low reliability for UDP/IP packets transmission, is out of RAN2 scope. We should send an LS to application layer to ask whether it is acceptable if NB-IoT cannot guarantee the legacy reliability level for UDP/IP packets like that in LTE.
Proposal 3: The discussion on whether FEC can solve the identified problem is out of RAN2 socpe. An LS needs to be sent to higher layer (e.g. SA4) to confirm that whether the current reliability for UDP/IP packets is acceptable for application layer. 
3.1.3 Solution
Discussion point 5: What is the suggested solution to solve the identified problem for NB-IoT by considering the following options?
(5.a) Physical layer reliability.
(5.b) Higher layer retransmission.

(5.c) Application layer solution, other than FEC in FLUTE.

(5.d) Other option, if any. 
Based on the comments on this Discussion point and the comments on Discussion point 3, we get the following summarization:
· 6 companies think that solutions in physical layer can improve the reliability to solve the identified problem.
· 3 companies think that multiple transmissions (or pre-defined retransmission) in physical layer can improve the reliability
· 4 companies thank that HARQ retransmission and/or link adaptation with HARQ feedback can improve the reliability
·  6 companies think that higher layer retransmission can solve the identified problem.
· 4 companies think that it is beneficial to introduce feedback and retransmission (RLC ARQ) in RLC layer. 2 companies of them indicate that any feedback needs to be transmitted once the multicast session is complete.
· 1 company think that file transmission can be repeated multiple times to increase data robustness.
· 1 company think that blind re-transmission without feedback seems sufficient.
· 5 companies also think that application solution other than FEC can be used when necessary, RAN solutions can not guarantee 100% reliability for delivery of SC-PTM to all UEs and upper layers need to have mechanisms to cater for exceptional cases. 
· All companies agree that it is out of RAN-level scope. We will not pursue the details of application layer solution.
Based on the response for email discussion, the majority of the companies agree that RAN-level solutions can solve the identified problem by guaranteeing the RAN level reliability. But either the physical layer or higher layer (RLC feedback and/or retransmission) should be adopted needs further discussion. At the same time, the application layer solution can also be used when necessary, since RAN solution can not guarantee 100% reliability for SC-PTM transmission. 
Proposal 4: RAN level solution is needed to solve the identified problem on low reliability for SC-PTM in NB-IoT. Either physical layer solutions or higher layer (RAN2 scope) solutions needs further discussion.
Proposal 4a: Send an LS to RAN1 to confirm that whether multiple transmission or HARQ retransmission and/or link adaptation with HARQ feedback is applicable in RAN1 to solve the identified problem on low reliability.
Proposal 4b: RLC feedback and retransmission is needed to improve the reliability of SC-PTM in NB-IoT. 
Discussion point 6: Is it also a critical problem to be solved to support SC-PTM service for eMTC?

· ALL companies agree that same problem also exists in eMTC.
Observation 2: Same problem also exists in eMTC to be solved as in NB-IoT. 

Discussion point 7: What is the suggested solution for eMTC?
· 6 companies think that same solution should be adopted as NB-IoT.
· 2 companies think that the solution for eMTC may be different from NB-IoT, an LS should be sent to RAN1 to confirm.
Proposal 5: Same solution to improve the reliability should be adopted for SC-PTM in eMTC as NB-IoT. 
Proposal 5b: An LS should be sent to RAN1 to confirm that whether same solution to improve the reliability should be adopted for SC-PTM in eMTC as NB-IoT. 
3.2 Recommendation
Below are the set of proposals made as a result of the email discussion:
Proposal 1: The protocol stack provided in Figure 1 can be considered as a reasonable assumption to discuss the reliability of SC-PTM transmission.
Observation 1: Based on the current specification, combination can’t be performed in AS layer. If the configurations of MCS/TBS and segment are the same between transmissions of multicast data, combination can be performed in AS layer. 
Proposal 2: The identified problem that current SC-PTM mechanism in NB-IoT has very low reliability needs to be addressed. 

Proposal 3: The discussion on whether FEC can solve the identified problem is out of RAN2 socpe. An LS needs to be sent to higher layer (e.g. SA4) to confirm that whether the current reliability for UDP/IP packets is acceptable for application layer. 
Proposal 4: RAN level solution is needed to solve the identified problem on low reliability for SC-PTM in NB-IoT. Either physical layer solutions or higher layer (RAN2 scope) solutions needs further discussion.

Proposal 4a: Send an LS to RAN1 to confirm that whether multiple transmission or HARQ retransmission and/or link adaptation with HARQ feedback is applicable in RAN1 to solve the identified problem on low reliability.
Proposal 4b: RLC feedback and retransmission is needed to improve the reliability of SC-PTM in NB-IoT. 

Proposal 5: Same solution to improve the reliability should be adopted for SC-PTM in eMTC as NB-IoT. 
Proposal 5b: An LS should be sent to RAN1 to confirm that whether same solution to improve the reliability should be adopted for SC-PTM in eMTC as NB-IoT. 
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