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1	Introduction
During last RAN2 meeting, the question of mixing SDU from different PDU sessions into the same DRB has been proposed or mentioned in [1] [2] [3]. This contribution discusses the issue and proposes a way forward.
2	Discussions
As described in [4], it is assumed that in NR, the gNB will serve several PDU sessions. Each PDU session is split into several DRBs according to the QoS rules. In the proposed concept, the PDCP SN allocation is done within the PDCP sublayer of the DRB. This mean that there is no SDU numbering before the PDCP sublayer and in case two PDU sessions share the same DRB, the SN allocation is done after the two flows from the PDU sessions are mixed together.
It has been pointed out during RAN2#95 meeting [5] that, if it is possible mix different PDU sessions into the same DRB, some identification of the PDU session needs to be added to the PDU over the air so that the receiver can segregate the PDU sessions.

Agreements
1	For DL for a non-GBR flow, the eNB sees an indication over NG-u and based on the indication the eNB maps the packet to a DRB of an appropriate QoS. 
RAN2 understanding of SA2 agreements is that eNB has a QoS profile associated with the indication.
FFS whether there is a requirement for every different QoS indication to be mapped to a different radio bearer.
2	Functionality is required to differentiate flows from different PDN-connections over the radio interface (e.g. by using separate DRBs or by an explicit indication in a header)
3	For DL, the eNB establishes DRBs for the UE taking the QoS profiles in to account.
FFS how the DRB is established in the first packet is an UL packet.


Figure 1 illustrates the case of SDUs from different PDU sessions mixed into the same DRB. We will discuss the impact of this in the following. The point of view of other companies is first listed below.


Figure 1: Mixing two PDU sessions into one DRB

According to [1], the mix of PDU sessions into the same DRB should be done for the sake of flexibility and allow independent evolution of core and access technology.
For [2], the reason to allow the mix of PDU sessions in the same DRB is that it should be up to the eNB to decide what to do with the PDU sessions flows.
The contribution [3] does not support the mix as such but asks the question, and wonder if the number of DRB supported by a UE could be a limitation.
The main argument for DRB sharing between the PDU sessions is the saving in the number of required DRBs. However, in real life the saving is marginal. Typically, services from different PDNs requiring separate PDU sessions differs in nature (like operator voice vs. internet).  It is however possible that flows from different PDU sessions are from the same type of application like in the case of operator’s voice and internet voice, but then again the PDU sessions including flows inside usually have different “weight” in terms of priority, Admission Control, ARP etc., which necessitates mapping to different DRBs. 
By sharing the DRBs between the PDU sessions, the radio stack loses visibility to the PDU sessions, which marks PDU session specific QoS enforcement impossible at the radio interface.
2.1	GBR
In case of two GBR data flows, it makes no sense to mix them into the same DRB. Indeed the bit rate will be guaranteed at MAC layer through the scheduler, but at this layer, the two flows are mixed. In other words, it is possible to guarantee the sum but not the split of this sum among the two flows. For example if there are two flows that require 10kbs each, a DRB can be created to guarantee 20kbps, but it cannot guarantee that each individual flow is served with 10kbps, one could be 2kbps and the other 18kbps.
Observation 1: It is not possible to use a single DRB to mix different GBR flows from QoS point of view.
2.1	PDU session release
In the following, we assume that the PDU session flows are mixed and we analyse the consequences. We also take the example of AM DRBs.
When a PDU session is released, the PDU belonging to it should be removed from the protocol layers at some point. 
One way to achieve this is to flush all the protocol layers: in this case: PDCP, RLC and MAC. But doing this, the PDU from the remaining PDU session that shares the same DRB would be deleted in the process in PDCP. Indeed there would be no way to re-transmit the deleted SDU in PDCP as SN numbering is performed at DRB (PDCP) level. As data loss is not acceptable in this case, this can’t be an acceptable solution.
The partial flush of PDCP (removing only the PDU that belong to the released PDU session) would have the following issues: it is complex to implement because all PDU in PDCP buffer have to be looked at to determine to which PDU session they belong,
We could also imagine that only RLC and MAC are flushed but this has the following drawbacks:
· In case of split bearers, this has to be performed also in the buffer of the secondary nodes on network side.
· The flush of RLC, anyway impacts the other PDU session, because PDCP would have to recover the PDU that were lost during the RLC flush. This usually leads to a RACH, and thus some delay.
· The receiving PDCP entity will continue to receive some PDU from the released PDU session. The drawback of this case is explained below together with the case when layers are not flushed.
· Sending PDU of a released PDU session is a waste of resource.
[bookmark: _GoBack]Observation 2: In case of shared DRB between PDU sessions, when a PDU session is released, if lower layer are flushed, it affects the other PDU sessions that share the same DRB
If the RAN protocol layer are not flushed, they can contain PDU belonging to PDU session that does not exist anymore. Even if this could be a temporary situation, it is not possible to guarantee that the PDU would be delivered after a given time. Furthermore the receiving PDCP entity would have to be able discard those PDU because the associated PDU session was terminated. During the time the PDU are still present in the PDCP and RLC layer, it would not be possible to re-establish a PDU session that would re-use the same identification because of the risk of confusing the old and new PDU. 
Based on the above discussion, we make the following observation:
Observation 3: In case of shared DRB between PDU sessions, when a PDU session is released, if lower layer are not flushed, the remaining PDU of the PDU session prevent the PDU session ID to be re-used.
2.2	PDU session relocation
Similar issues occur when a PDU session is relocated: in case one of the PDU session that share the DRB is relocated but the other is not. This can happen, for example when a PDU session is relocated from an MgNB to a SgNB in the context of multi-connectivity.
As above, the flush of PDCP is out of question because of the data loss.
But the scenario is facing some further challenges: 
· As in the PDU session release case, the source PDCP and lower layers in networks side will continue to transfer PDUs. The PDUs could be from both PDU session.
· The flow belonging to the PDU session that is relocated needs a new PDCP entity in network but also in the UE. 
As a new pair of PDCP entities is needed, the flow could be interrupted and re-started at the destination, leading to data loss which is not desired.
If the lower layers (RLC, MAC) are flushed: 
· The source PDCP has to transfer (or duplicate in the UE) the PDU belonging to the relocated PDU session (and only those) to the target PDCP entity. The target PDCP entity will trigger the (re) transmission of the missing PDU of the relocated PDU session. The source PDCP will act in a same way to recover the lost PDU of the non-relocated PDU session. Each PDCP entity will have to take into account that some PDU SN were taken prior the relocation by PDU that belong now to the other PDCP.
· This also leads also to a RACH that will affect the non-relocated PDU session.
If the lower layers are not flushed:
· The source PDCP can continue to serve the PDU until a given point and then the new SDU are handled in the target PDCP. This process is similar to end marker process used in handovers.
Observation 4:  In case of shared DRB between PDU sessions, the handling of PDCP during relocation is much more complex.
3	Conclusion
We have made the following observations and proposal:
Observation 1: It is not possible to use a single DRB to mix different GBR flows from QoS point of view.
Observation 2: In case of shared DRB between PDU sessions, when a PDU session is released, if lower layer are flushed, it affects the other PDU sessions that share the same DRB
Observation 3: In case of shared DRB between PDU sessions, when a PDU session is released, if lower layer are not flushed, the remaining PDU of the PDU session prevent the PDU session ID to be re-used.
Observation 4:  In case of shared DRB between PDU sessions, the handling of PDCP during relocation is much more complex.
Based on those, we suggest that a DRB bearer should not carry PDU from different PDU sessions. While we typically do not restrict network behaviour, no mechanisms should be standardized to overcome all the drawbacks of mixing PDUs from different PDU sessions in the same DRB.
Proposal: A DRB bearer should not carry PDU from different PDU sessions.
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