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[bookmark: _Ref460855997]Introduction
In [1], we propose a two-layer PDCP/MAC UP-stack design for NR natively addressing multi-connectivity. It provides, among other features, a single level of Sequence Numbering (SN) as well as two options for locating the ARQ function: in PDCP or MAC. While [1] focuses on the single-connectivity configuration, in this contribution we elaborate on the different multi-connectivity configurations supported by the proposed stack. 
Discussion
The proposed stack can be configured to address a variety of multi-connectivity configurations:
· Split or duplicated bearer: addressing throughput and reliability requirements respectively
· UM and AM modes: same as legacy
· ARQ in PDCP or MAC.
The third bullet above addresses the flexibility in a multi-connectivity configuration in trading-off reliability vs latency as is the case e.g. when a non-ideal fronthaul is located between the PDCP and MAC. In that case, ARQ in MAC provides the best ARQ latency, as long as the leg is “working”. On the other hand, ARQ in PDCP provides the most reliable transmission as it can quickly cope with the broken leg issue, typical in HF deployments. Indeed, as discussed in [2], the “central” ARQ transmitter can re-transmit the PDCP PDUs in the same leg, the other leg or both, to secure the retransmission. As a result, even if a leg is broken, the PDU will (likely) make it through the other leg, with a latency corresponding to one ARQ retransmission. With ARQ at leg-level, the broken leg results in all ARQ retransmissions to fail, thus triggering RLF. In that case the PDU is very likely lost, or if still kept in transmitter buffer, it is finally sent to the other leg after a much larger latency than in the above case.
UM Mode
The data flow in each leg is the same as presented in [1]: on the transmit side, MAC segments and concatenates PDCP PDUs based on the allocation provided by the scheduler (or LCP) and multiplexes the logical channels in a MAC PDU. The MAC receiver de-multiplexes the logical channels and de-concatenates the PDCP PDUs, but does not re-assemble nor re-order them. Hence MAC may issue out-of order PDCP PDUs which are segments of original PDCP PDUs. PDCP PDUs are identified by their SN, offset to the original PDU and length in data-associated signaling between MAC and PDCP. At the (central) PDCP receiver, the very same unified reordering algorithm is used as for the single connectivity case [1]. The same on-the-fly deciphering benefit as for the single connectivity configuration applies to the multi-connectivity configuration as well.
· Duplicated bearer
Figure 1 illustrates the various processing stages of the NR L2 (PDCP + MAC) at both the transmitter and the receiver for a multi-connectivity scenario with duplicated bearer across two legs. As can be observed in the example of Figure 1, the loss of MAC PDUs #3 in the first leg and MAC PDU #1 in the second leg, which would have led to the loss of IP packets #2-6 and #1 in the first and second leg respectively, does not prevent the PDCP receiver to recover all packets, thus illustrating the enhanced reliability of the transmissions, compared to single-connectivity. Moreover, PDCP receiver processes earliest PDCP PDUs received from either leg. Thus, such configuration also enhances the latency performance.  A specific functionality illustrated here is the reassembly of IP packets from PDCP PDUs (segments) received from different legs. For example, IP packet #1 is reassembled from segments from both leg 1&2, which could not have been possible if MAC receiver had had to reassemble and deliver only complete (as opposed to segments of) PDCP PDUs to PDCP. Similarly, the latency performance is further increased when PDCP receiver has the possibility to make use of segments as soon as they are delivered by the different legs, thus IP packet can be re-assembled quicker from overlapping segments (as compared to waiting for each leg to reassemble its own complete PDU). This, of course, results in some PDCP PDUs - or segments of - to be useless so they can be discarded. They are marked with red crosses in Figure 1.
Proposal 1: Bearer duplication in a multi-connectivity configuration should be supported in NR to increase both reliability and latency performances
Proposal 2: It shall be possible for the PDCP receiver to reassemble PDCP PDUs from segments received from different legs to increase both reliability and latency performances




[bookmark: _Ref462645349]Figure 1: NR L2 Tx and Rx processing for UM mode, dual connectivity, duplicated bearer
· Split bearer
Figure 2 illustrates the various processing stages of the NR L2 (PDCP + MAC) at both the transmitter and the receiver for a multi-connectivity scenario with split bearer across two legs. In the example, packets are distributed evenly one after each other to the two legs. At the receiver, MAC makes use of SNs provided with each data field to recover the PDCP SNs associated with each PDU delivered to PDCP. Thus, PDCP receives PDUs in the very same format as for the bearer duplication case and the very same reordering algorithm is used as for the single connectivity case. Here again, the same on-the-fly deciphering benefit as for the single connectivity configuration applies to this configuration.

 
[bookmark: _Ref462759460]Figure 2: NR L2 Tx and Rx processing for UM mode, dual connectivity, split bearer
AM Mode with ARQ in PDCP
With a unified reordering in PDCP, locating the ARQ in PDCP is clearly the most straightforward and simplest approach, and is also best suited for multi-connectivity configurations. It is actually similar to the legacy ARQ since both control (maintenance of the reordering timer and window, status report generation, etc) and data (actual PDCP PDU reordering and reassembly) plane functions are collocated in the same sub-layer (PDCP). Therefore, the UM model of single and multi-connectivity configurations applies where both polling bits and status reports are between PDCP sub-layers. Since the ARQ transmission buffer is at the PDCP, the MAC input buffer only reflects the UM mode rate, therefore the very same flow control mechanism as for the UM mode is sufficient.
The benefits of PDCP-ARQ in a multi-connectivity configuration in terms of both latency and reliability, specifically in highly unsteady HF links have been discussed earlier in this section and in [2]. Now, with either split or duplicated bearer (or mix of), the question is through which leg are sent polling bits and status reports? The straightforward answer is: through the fastest leg. However, the fastest leg at a given time may become the slowest leg some later time so that, following this principle, polling bits and status reports are not expected to be sent over the always same leg. And as soon as they are sent through different legs, there is a need to identify them unambiguously at the receiver. As a result, in multi-connectivity, polling bits and status reports should be tagged with a status/polling sequence number (SNS), thus allowing identifying the sending sequence. Having a unique sequence number attached with each status report and polling bit provides the additional benefit to allow duplicating them across legs, thus increasing the reliability of such control information.
Proposal 3: In a multi-connectivity configuration with ARQ located in PDCP, it shall be possible to duplicate polling bit and status report across legs thus increasing the reliability of such control information
In [1], we extended the legacy PDCP PDU to possibly reflect a segment of an original (complete) PDCP PDU and proposed associating in either Tx or Rx direction each PDCP PDU with some data-associated control information (in the form of either a header or outband signaling) identifying such segment, including the SN of the original complete PDU, the segment offset with respect to the original PDU origin, and the segment length. As discussed in the above sections, this format is of course used by the PDCP receiver to combine overlapping segments from different legs to reassemble a complete PDCP PDU. However it can as well be used by the PDCP ARQ transmitter to segment an original PDU in order to only retransmit the missing segment instead of the full PDU. For example, in Figure 2, the PDCP detects that packet #5 is missing, but packets #3 and #7 are only partially missing. It can therefore request only the missing segments of such packets. When considering the possibility to let NR supporting very large packets, this represents a spectral efficiency improvement.
Proposal 4: It shall be possible for the PDCP ARQ receiver to request retransmission of only a segment of a partially received PDU.
Proposal 5: PDU segmentation in PDCP should be supported for ARQ retransmissions.
AM Mode with ARQ in MAC
· Duplicated bearer
The MAC ARQ in each leg behaves in the very same way as a single connectivity MAC, as described in [1]: MAC receiver, before forwarding the PDCP PDUs to PDCP, performs some book-keeping of the received SNs and segment offsets. Based on those, MAC maintains both reordering timer and window. Similar to LTE, a timer expiry will trigger a status report instead of considering the associated PDCP PDU to be lost. The interesting observation though is that, assuming the very same example as in Figure 1 for the UM mode, the PDCP receiver is able to reconstruct all IP packets by recombining the PDCP PDUs from both legs. However, each ARQ in each leg will request its own missing PDUs and PDU segments. This is one example where leg-level ARQ can lead to useless ARQ retransmission requests and associated retransmissions. As a result, a feedback mechanism from the PDCP receiver to the MAC ARQ receiver should be foreseen to let know MAC in each leg of the received PDCP SNs. This will also allow periodically synchronizing the ARQ reordering window in each leg.
· Split bearer
Figure 3 illustrates the various processing stages of the NR L2 (PDCP + MAC) in AM mode at both the transmitter and the receiver for a multi-connectivity scenario with split bearer and ARQ in MAC. To alleviate the figure, the focus is on the MAC layer, in both legs. The issue in this configuration is that MAC ARQ receiver is unable to detect whether a PDCP PDU is missing because of HARQ failure or because it was not sent in this leg. For example, in Figure 3, the “left” leg only knows for sure that missing PDCP PDUs with SN #3&7 have been sent to this leg (since it received them partially). It is also missing SN #2, however since SN #1&3 where received consecutively in the same LC PDU, it knows that SN 2 was sent to another leg. The same reasoning applies to missing SNs #3&5 on the right leg. However, left leg MAC receiver cannot know if missing SNs 4-6 are due to HARQ or have been sent to the other leg. We believe there are several options to solve this including: letting the PDCP receiver update the MAC ARQ receiver with the received SNs on the other leg, let the ARQ transmitter notify the receiver about the transmitted SNs in a separate control message, leave the MAC ARQ deal with segments only and add another level of ARQ in PDCP specifically for missing complete PDCP PDUs, etc. In addition as illustrated in the example of Figure 3, not all PDUs sent on other leg(s) will be considered missing by the MAC receiver since part of them can be easily identified as not being destined to this leg, so this issue only addresses a subset of PDUs. Hence we do not consider this issue as a major one and investigating /selecting associated solutions are FFS.


[bookmark: _Ref462774849]Figure 3: NR L2 Tx and Rx processing for AM mode, MAC-ARQ, dual connectivity, split bearer
Conclusion
This contribution provides further details on the benefits of the NR U-plane design proposed in [1] in different multi-connectivity configurations. The associated proposals are:
Proposal 1: Bearer duplication in a multi-connectivity configuration should be supported in NR to increase both reliability and latency performances
Proposal 2: It shall be possible for the PDCP receiver to reassemble PDCP PDUs from segments received from different legs to increase both reliability and latency performances
Proposal 3: In a multi-connectivity configuration with ARQ located in PDCP, it shall be possible to duplicate polling bit and status report across legs thus increasing the reliability of such control information
Proposal 4: It shall be possible for the PDCP ARQ receiver to request only a segment of a partially received PDU.
Proposal 5: PDU segmentation in PDCP should be supported for ARQ retransmissions.
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